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Introduction

Recent advancesin information technology have dramatically increased the ability
of civil and criminal justice agenciesto collect, receive, organize, access, anayze,
and disseminate information electronically. At the same time, the public, elected
officials, and justice leaders have expressed growing concern about information
privacy—and for good reason.

The public endures therisk that personal information, that is, information about an
identifiableindividual contained in ajusticeinformation system, may be accessed or
released inappropriately, causing possibleloss of employment, diminished socia status,
or other highly adverse consequences. Asfor justice agenciesthat operateinformation
systemswithout ng possible privacy impacts, the possibility loomsthat public
concern or adamaging privacy incident may bring their multimillion-dollar information
systems to a screeching halt. Ongoing privacy policy development, therefore, is
critical to protecting the public’s privacy and the justice system’s technology
investment.

Thegoa of ajusticeagency privacy policy isto preservetheintegrity and effectiveness
of public safety and civil justicefunctions, protect theindividual from inappropriate
use or release of personal information, and promote public access for oversight of
the justice process. Privacy policy requires balancing the competing interests of
justice agencies, individuals, the media, and the commercial sector. The terrorist
attacks of September 11, 2001, heightened the urgency for development of such a
policy, given subsequent steps and ongoing proposals to increase law enforcement
information sharing and intelligence capabilitiesin thefight against terrorism.

Justice system leaders are being asked to devel op justice information privacy policy
often with, at best, only a patchwork of established laws, regulations, or policy
precedents. They must weigh the costs of developing and adhering to a privacy
plan against the costs of future privacy intrusions, loss of public confidence and
legidativefunding, and belated modification of information systemsto include privacy
protections after system implementation.

The goal of the Justice Information Privacy Guideline (Guideline) is to provide
assistance to justice leaders and practitioners who seek to balance public safety,
public access, and privacy when devel oping information privacy policies for their
agencies’ systems, whether already operating or being planned and whether
independent of or integrated with those of other agencies. Providing insights on
difficult issuesfaced by justice leadersin developing privacy policy, the Guideline

Section I: Introduction and Basic Considerations
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was prepared through anational and international collaboration of nearly 100 state,
local, and tribal justiceleaders, aswell asacademia, elected officials, themedia, and
the commercia sector.

After an introductory section, the Guideline addresses three major areas of privacy
policy—developingit, drafting it, and ngit.

Section I: Introduction and Basic Considerations 8
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Chapter One:

What Is the Justice Information
Privacy Guideline?

Public safety. Public access. Privacy. The American justice system requires a
careful balancing of these concepts as they relate to people, processes, and
information.

In the context of this report, “public safety” refers to justice agencies' collection,
use, and disclosure of information to promote crimina or civil justice functions.
“Public access’ refersto the public’sinterest in monitoring justice system processes
through access to justice information. “Privacy” refersto individuals' interestsin
preventing the inappropriate collection, use, and release of personaly identifiable
information in the justice system. Balancing these concepts requires assessing the
often competing information needs of avariety of groups, including justice agencies,
individuals, the media, and the commercial sector, and devel oping proactive privacy
policy to serve these interests.

Goal and Use of This Report

The goal of the Justice Information Privacy Guideline (Guideline) is to provide
assistance to justice leaders and practitioners who seek to balance public safety,
public access, and privacy when devel oping information policiesfor their individual
agenciesor for integrated (multiagency) justice systems. For continuity throughout
the Guideline, the balancing of the three concepts (public safety, public access, and
privacy) isembodied intheterm “ privacy policy.”

Some privacy issues can be addressed through basi c tenets of information collection
and use, and the Guideline provides specific direction on how to employ good
collection and use practices. Other privacy issues are not as clearly solved from
agency to agency or jurisdiction to jurisdiction—for example, determining the
sensitivity or public accessibility of certain data elements. The Guideline cannot
offer specific answersto these policy questions but rather provides discussion on a
variety of subjectsintended toinform the decision-making practices of justiceleaders
when devel oping privacy policies. Inthisway, the discussion sectionsarecritical to
using the policy drafting templates contained in this document.

Purpose: to explain
the goal and
intended use of this
document, outline
its scope and
organization, and
present an overview
of preparing
privacy policy

Section I: Introduction and Basic Considerations 9
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The Guidelineisthe product of two years of discussion and devel opment by nearly
100 state, local, and tribal justice leaders, nationally and internationally, aswell as
representatives from academia, elected officials, the media, and the commercial
sector. The drafters of this resource encourage all justice agencies to consider
whether their information system strategies should include privacy policy by answering
thefollowing questions:

1. Do you disclose or provide access to information to persons or agencies
outside of your organization?

2. Isyour information system connected to other information systems?
3. Doyou collect, use, or provide accessto personally identifiableinformation?

4. If the information you have in your system was about you or your family,
would you want it to be kept private?

If you answered “yes’ to any of these questions, your agency should be concerned
about privacy and should develop a privacy policy and prepare a privacy impact
assessment.

Guideline Scope and Organization

Issues relating to information privacy in the justice system are vast and complex.
Thedrafters of thisdocument are aware of the need to address privacy implications
in various contexts, including criminal justice, civil, and juvenilejustice. Theterm
“justice information” as used in this Guideline is intended to reflect criminal and
civil information, generally. To separate out “civil information” from “criminal
information” in discussing the development of privacy policies would require an
artificial distinction by agencies (e.g., courts) that must develop policies in both
contexts.

The key to developing policy for both civil and criminal justice information is to
consider “content and context”; i.e., the type of information and the context in which
it is shared within or released outside the justice system. For purposes of focusing
the discussion, however, this Guideline concentrates on information privacy in the
general adult criminal and civil justice contexts.

The Guideline provides background discussion oninformation privacy policy issues,
followed by tools, or templates, to assist in drafting privacy policies, and a privacy
impact assessment to test their effectiveness. The Guideline consists of four
sections comprising eight chapters:

e Sectionl, consisting of Chapters Oneand Two, presentsintroductory material,
background on factorsinfluencing policy devel opment and use of advanced
information technol ogiesin thejustice system, and adiscussion of the“justice
record.”

e Section |1, which focuses on developing privacy policy (Chapters Three,
Four, and Five), outlines eight privacy design principles applicable both to
theformulation of privacy policy andto therelated technology. Also discussed
arerules for, and risks associated with, interagency information exchange
and public accesstojusticedata, including personaly identifiableinformation.

Section I: Introduction and Basic Considerations 10
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Section 111 dealswith drafting privacy policy. To aid that process, use of a
privacy drafting template is suggested (Chapter Six).

Section |V presents an approach to assessing, or testing, the impact of
privacy policy developed and drafted by justice agencies and explains the
importance of privacy policy education and training (Chapters Seven and
Eight).

1
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Chapter Two:

Privacy and Justice Information
Systems

Thischapter focuseson the nature of information privacy and therationale underlying
an information privacy policy. Also discussed are integrated justice systems, the
justice record, how new technology affects privacy law, and the duties of an
information steward.

What Is Information Privacy?

The concept of privacy isbroad, encompassing different personal valuesand interests.
Information privacy asdiscussed in this Guidelineisdefined by thefollowing ideas:

“Privacy” isdescribed astheinterrelated values, rights, and interests unique
toindividuas. Privecy interestscomeinavariety of flavors, including privacy
of the person, privacy of personal behavior, privacy of personal
communications, and privacy of personal data (information privacy).

Privacy of persona data (information privacy) is described as when, how,
andtowhat extent you share personal information about yourself. Information
privacy involvestheright to control one's personal information and the ability
to determine if and how that information should be obtained and used. It
entails restrictions on a wide range of activities relating to personal
information: its collection, use, retention, and disclosure. The concept of
information privacy is sometimes lumped together with terms such as
confidentiality and security. The terms are not synonymous, however.

Confidentiality isonly onemeansof protecting personal information, usually
intheform of safeguarding theinformation from unauthorized disclosureto
third parties. Confidentiality comesinto play well after theinformationin
guestion has been obtained by the“ datauser.” Itisinthissensethat privacy
isamuch broader ideathan confidentiality. Data users are expected to be
responsible for the safekeeping of the personal information entrusted to
them. Confidentiality is about limiting access to personal information to

Purpose: to explain
information
privacy, provide
background on
factors influencing
policy development
and the use of
advanced
information
technologies in the
justice system, and
to describe the set
of information at
issue, known as the
“justice record”

Section I: Introduction and Basic Considerations 12
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those with specific permission and preventing its disclosureto unauthorized
third parties.! Thisiswhere confidentiality intersects with security.

e Security encompasses data security, computer and network security, physical
security, and procedural controls. All of these must be deployed to protect
personal information from awide range of threats. Measuresthat enhance
security also enhance privacy; however, while these two concepts are
complementary, they are not the same. Simply focusing on security alone
doesnot ensure privacy, eventhoughit isan essential component of protecting

privacy.

The concept of information privacy relatesto one's personal information. Personal
information? isinformation about an identifiableindividual which may include:

* Informationrelatingto race, nationa or ethnic origin, religion, age, sex, sexua
orientation, or marital or family status;

» Information relating to educeation, medical, psychiatric, psychologica, crimind,
financial, or employment history;

e Anyidentifying number, symbol, or other particular assigned to theindividual;
and

* Name, address, telephone number, fingerprints, blood type, or DNA.

Why Have an Information Privacy Policy?

In recent years, information technology advancements have dramatically increased
theability to collect, receive, organize, access, and analyzeinformation electronically
in the civil and criminal justice arenas. Thereis little doubt that such capabilities
improve the day-to-day operation of justice agenciesand their responsivenessto the
public. Law enforcement, prosecution, defense, courts, corrections, probation and
parole, and related justice service agencies, however, are acknowledging that the
way datais collected, used, and shared in today’s information environment poses
significant privacy questionsnot realized inthepast. Inaddition, astheimplementation
of electronicinformation collection and sharing capabilitiesincreases, so doespublic
concern over the use, or potential misuse, of personal information contained inthese
systems.®

1 Asdiscussed in Chapter Six, information can be categorized as “discloseable,” “nondiscloseable,”
or “publicly accessible.” Confidential information covers that information which is discloseable or
nondiscloseable because it requires limiting access according to the requester’s authority to receive the
information. Publicly accessible information does not carry this limitation.

2 For statutory guidance in defining “personal information,” the authors looked to the United
States Federal Privacy Act. Although the Privacy Act does not include a definition of “personal information,”
its definition of “record” includes information pertaining to education, financial transactions, medical
history, criminal or employment history, name, and any identifying number, symbol, or other identifying
particular assigned to an individual, such as a finger or voice print, or a photograph. See The Privacy Act
of 1974, as amended, 5 U.S.C. §552a (1999).

Many other recent legislative and regulatory acts have defined or given examples of “personal
information.” These include the Children’s Online Privacy Protection Act, 15 U.S.C.A. 86501 and the
Federal Trade Commission’s “Privacy Online: A Report to Congress,” http://www.ftc.gov/reports/privacy3/
toc.htm. In addition, please see the European Union Directive on Data Protection 95-46.

3 See Opinion Research Corporation International, Privacy, Technology and Criminal Justice
Information, Public Attitudes Toward Uses of Crimina History Information, Summary of Survey Findings,
prepared for the U.S. Department of Justice, Bureau of Justice Statistics and SEARCH, The National
Consortium for Justice Information and Statistics (May 2000).

Section I: Introduction and Basic Considerations
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Information privacy is a growing concern among the public, elected officials, and
justice leadersfor agood reason. Theinability or lack of desireto address privacy
concerns associated with information management systems can result in dire
consequences for the general public as well as government agencies.

For exampl e, the public enduresactual risk that one’s personal information contained
in ajusticeinformation system may be accessed or released inappropriately, causing
possible loss of employment or social status. The public also incurs the risk that
inaccurate justice information may be released and subsequently used to one's
detriment. Such was the case with an Ohio man whose social security number was
accidentally associated with another individual who possessed a criminal history
record.* Subsequent sale of the incorrect information by a sheriff’s office to a
private information reseller made correction of thiserror virtually impossible.

Failing to adequately identify and address privacy concerns can be detrimental to
justice agenciesaswell. It isno secret that justice agencies nationwide have spent
billions of dollarsoninformation technologiesto improve the operation of thejustice
system. Justice agencies that apply new information technologies or continue to
operateinformation systemswithout ng their possible privacy effects, however,
may find that public concern or adamaging privacy incident can bring their multimillion
dollar information systemsto ascreeching halt. Therefore, ongoing privacy policy
development that addressesintrajustice system information sharing, aswell aspublic
access to justice information, is critical to protecting the public's privacy and the
justice system’ stechnol ogy investment.

Today, in addition to the challenges of new technology, the criminal justice system
facesprivacy policy challengesresulting from the events of September 11, 2001. In
the wake of September 11, political leadership has focused on increasing law
enforcement information sharing and intelligence capabilities in the fight against
terrorism. At both the federal and state level, measures have been adopted to
increase government powers to gather information on individual s, such as through
surveillance and wiretaps, and to facilitate the sharing of such information among
agencies and between governments.® The revisions have ignited a serious debate
between privacy advocates and thelaw enforcement community—privacy advocates
seeing the expansion of law enforcement “information powers’ as irreparably
curtailing civil libertiesand privacy rights, and law enforcement seeing the expansion
as critical to ensuring our physical safety. These issues are not new ones. They
are, however, being pushed to the extreme by the current threat—both to our
citizens' physical safety and to principlesthat are the basis of the American way of
life.

Asjustice agenciestake advantage of increased information collection capabilities,
their responsibility for assuring proper use and dissemination of thisinformationis
paramount. Thiscan be achieved by adopting information practicesthat benefit not
only the public but are also good for justice agencies internally. The idea is to

4 In this instance, the man lost his job, home, and family before becoming aware of the mistake
within a law enforcement information system. Although he was successful in having the information
corrected in the law enforcement system, the false information had been sold by law enforcement to
private information vendors. The incorrect information was not able to be traced or corrected on a
national basis. Therefore, the man in this case must continue to live with the knowledge that at any time
he could be mistaken, in electronic form, for another individual with a damaging criminal history record.
See, Stolen Identity: Could It Happen to You? (MSNBC television broadcast, April 18, 2000), http://
www.msnbc.com/news/397082.asp.

5 See the USA Patriot Act of 2001, Pub. L. No. 107-56, 115 Stat. 272 (2001).

Section I: Introduction and Basic Considerations
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develop aninformation collection, use, and dissemination policy that meetsthe needs
of the agency and incorporates steps to avoid privacy intrusions.

Developing and implementing privacy policy isnot easy. Identifying and ng
privacy issues requires commitment from justice policymakers, information
management specidists, and operationa employees. Additionally, the costs associated
with developing and implementing privacy policy are real and can be substantial.
Justice leaders must, however, weigh the costs of developing and implementing a
privacy plan against the costs of future privacy intrusions, loss of public confidence
and legidlative funding, and real costs of modifying information systemsto include
privacy protections after system implementation.

Aspart of justiceagencies’ dutiesto citizens, nationa and international justiceleaders
have placed apriority oninformation privacy policy development and implementation.
In 2000, Office of Justice Programs (OJP)—a component of the U.S. Department
of Justice—and the National Criminal JusticeAssociation (NCJA) initiated aprogram
to assist state, local, and tribal governments to develop justice information privacy
policies, specifically those privacy policiesrelated to the devel opment of integrated
justice information systems. OJP and NCJA, in partnership with the Office of the
Ontario, Canada, Information Privacy Commissioner (IPC), worked with leaders
from various justice agencies in the United States; privacy experts from Canada,
the United Kingdom, and Australia; and representatives from academia, the media,
and the commercial sector. A series of workshops produced the Privacy Guideline
for Justice Information Systems. The Guideline addresses privacy concerns
associated with new and emerging information collection, access, use, storage, and
dissemination capabilities of justice information systems, including integrated
information systems.

What Is an Integrated Justice Information System?

Thetraditional justice systemincludeslaw enforcement, prosecution, defense, courts,
corrections, probation, and parole agencies.® The mandate of the justice system
requires these agenciesto balance the interests of protecting society and protecting
the privacy of individuals. To accomplish this mandate, personal information is
collected and used by justice system agencieswithin aframework intended to identify
and apprehend offenders, adjudicate guilt or innocence of adult or juvenile defendants,
manage and resolve domestic and family legal issues, settle civil disputes, manage
pretrial activities, manage post-conviction and post-judgment activities, support the
rehabilitation of the offender and restoration to victims, address repercussions to
victims' and offenders’ families, manage external risks, and maintain theintegrity of
the justice process.

Current information systemsin the justice sphere range from predominantly paper
driventothosethat are highly automated and interactive. Increasingly, justice agencies
are working together to plan, design, and implement integrated justice information
sharing systems. These systems enhance the ability to collect, access, and use
information, including personal information, and allow information to be entered once
and used across and between many different agency systems.

5 As used here, the “traditional justice system” refers to the idea of arrest and prosecution of
adult, criminal offenders. In modern instances, the criminal justice process includes specialized courts, such
as drug courts, juvenile courts, traffic courts, and probation courts, and also interfaces with family courts
and probate courts.

Section I: Introduction and Basic Considerations
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The term “integrated justice system” may describe different levels of justice
information sharing, depending upon the context in which it isused. In 1999, the
NCJA and the Search Group, Inc., devel oped adefinition of integrated justice systems
that has been adopted by OJP and its counterparts. As used in this document, the
term “integrated justice systems’ encompasses interagency, interdisciplinary, and
intergovernmental information systems that access, collect, use, and disseminate
critical information at key decision points throughout the justice process, including
building or enhancing capacitiesto automatically query regiona statewideand national
databases and to report key transactionsregarding people and casesto local, regional,
statewide, and national systems. Generally, thetermisemployed in describing justice
information systemsthat eliminate duplicate dataentry, provide accessto information
that isnot otherwise available, and ensure thetimely sharing of critical information.

Thedesirefor theintegration of justice systems has grown from the need to improve
the operation of the justice enterprise by eliminating duplication of effort, delaysin
information transmittal, barriersto accessing information, and scheduling and case
management bottlenecks. Many of these problems resulted from implementing
individual technology solutionsin the past without ng how these technologies
interoperate across the justice enterprise. Today’s technologies, when applied in a
strategic fashion, hold the promise of reduced paperwork, quick information capturing,
broad transmittal and access capabilities, improved information quality, and reduced
long-term costs.

Information systems are often planned and implemented according to a designated
“technology architecture.” The architectureisthe underlying technology structure
and protocol s that determine the specifications to which the technology isbuilt and
that describe how information can be stored and accessed. A technology system
that spans law enforcement, the courts, and corrections, as well as other justice
componentsis characterized asan “ enterprise-wide technology.” The development
of an enterprise-wide technology is even more complex than a single-agency
technology architecture. Due to the complexity of enterprise-wide technologies,
they are often designed within a conceptual framework, called an enterprise-wide
framework.” The enterprise-wide framework is a conceptual tool that allows the
necessary analysisfrom various perspectivesto take place prior to committing actual
resourcesto implement information technology. It isthe detailed planning phase of
any multiagency or integrated information system.

Justice agencies heed to address privacy issues during the planning stages (enterprise
framework) of their individual information systemsor theintegrated justice system.
By agencies addressing privacy at the planning stages, the resulting technology has
the best chance of providing desired privacy protections. Implementation without
privacy planning can result in having to manage unintended privacy effects and
having to retool the system to address these effects.® For example, failure to
implement privacy policy could result in releasing personal information that could
jeopardizetherighttoafair trid (e.g., release of address, family affiliation, or criminal

7 See John A. Zachman, Enterprise Architecture: The Issue of the Century (last modified June
1988), http://www.zifa.com; John Zachman has developed a multiperspective model critical for the successful
design and implementation of an enterprise-wide information technology architecture. See Appendix A for
a discussion of what an enterprise technology architecture is and the framework needed to manage
implementation of an enterprise-wide technology.

8 See Niel Postman, Technopoly (Vintage Books, New York, 1992)(explaining unintended
effects of technologies).
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history). Likewise, using inaccurate information that misidentifies a person as an
accused or suspected criminal would have potentially vast repercussions in an
integrated justice system. The problem compoundswhen the systemiitself hasdifficulty
authenticating or correcting information, and in fact has the contrary effect of
legitimizing and perpetuating incorrect information: garbagein, gospel out.

Unintended effects have the immediate downside of diverting limited available
intellectual capital and financial resourcesfrom the goal of implementing and using
ajusticeinformation system to addressing policy and making technol ogical changes
retroactively. Given that privacy continuesto grow as a public issue, unaddressed
privacy concernswill likely absorb anincreasing amount of limited resourcesallocated
to issues management and hasty coding changes.

Therefore, privacy policy should be considered at the design and developmental
stages of any agency information system, especially as part of an enterprise-wide
architecture. Used in thisway, privacy policy isthefirst step in protecting personal
privacy concernsof individuaswithin thejustice system, including persons suspected,
accused, convicted, and acquitted, aswell asvictims, witnesses, and their families.
Thegoal isto operate the system without unintended impactson individual privacy
that could hamper the effective carriage of justice.

What Is the Justice Record?

Justice information systems contain administrative information (information about
the agency and its processes), as well as substantive information. The category of
substantive justice information, such asarrests, indictments, civil pleadings, civil and
criminal court proceedings, dispositions and settlements, incarceration, release and
related information, traditionally has been referred to as the justice record. The
means by which electronic information systems create, store, and shareinformation
requires usto ask, “What is the justice record today?’

Before the advent of el ectronic information technol ogies, the answer to this question
wasfairly concrete. Therecord wasthe paper documentation and physical evidence
produced or collected by the justice system on a particular matter. Generally,
information was shared by transferring or copying documents between agencies,
and public accesstoinformationin therecord could be had by appearing in person at
the agencies where various parts of the record were kept and requesting to see the
file. Accesstoinformationintherecord wasultimately controlled by theindividual
producing thefile. Dissemination of theinformation was controlled by the receiving
person’s ability to copy documents or remember what he or she had seen. The
justicerecord of anindividual relating to one matter wasnot easily linked with other
records of that individual or with records of other individuals on a similar matter.
Analysis of information was conducted at “human speed” and based on personal
knowledge and association of data. Practicality limited the ability to collect and
analyzeinformation across counties, states, territories, and international boundaries.

Enter the information age. Computerization has changed the concrete notion of
“papersinafile’ into aconcept that includes pieces of electronicinformation created
or gathered from various sources and organized by an identifier. This electronic
information can be multimedia, including documents, photographs, and audio and
video recordings. The piecesof information areindexed, according to the preferences

Section I: Introduction and Basic Considerations

17



Justice Information Privacy Guideline

and needs of the agency. Information once organized and indexed can be shared by
justice agencies, analyzed, and distributed worldwide with astonishing speed and
efficiency.®

Information contained in thejusticerecord istwo-dimensional, meaning information
must be considered by itstype, aswell asthe context inwhichit appears. Information
contained in the justice record can be “large or small,” such asapersonal identifier
(name) or the sum of many elements (i.e., documents, such as arrest reports,
indictments, pleadings, court orders). In order to control the privacy and public
safety impacts of releasing information, privacy policy must be applied to each data
element in the justice record. Additionally, each element needsto be consideredin
context.

For example, general information describing dates, places, and events may be deemed
discloseabl e between justice agencies and to the public as part of a justice record.
If thisinformationis contained in adocument in an ongoing investigation, however,
under a public safety function analysis, it may not be discloseable to other justice
agenciesor publicly accessibleuntil theinvestigationisconcluded. Similarly, adata
element such as “address” may be deemed discloseable or publicly accessible,
generally. If, however, the address is that of a victim and appears in the victim
statement or a court exhibit, aprivacy analysis may determinethat it isnot suitable
for interagency sharing and probably not suitable for public access. For adetailed
discussion of how to do an element-by-element privacy/public access/justicefunction
analysis, please refer to Chapter Six.

Thetraditional record consisting of paper reports and other documents, therefore, is
being replaced by an electronic “data element compilation.” The notion of a
compilation of data also has ramifications for existing law and policy relating to
specifictypesof justiceinformation, in particular the official criminal history record.
(See discussion below.)

Asis evident when one compares the justice record in the old sense with the new,
“inconvenient or impossible access’ that was an accepted part of paper record
systems' privacy and public access policiesno longer provides presumed protections
in an electronic age. Broader access to justice information, including personally
identifiable information, is an inherent result of new information technologies, and
privacy policies must reflect the new information access, sharing, and analysis
capabilities.

How Does New Technology Affect Information

Privacy Law?

Although there exists no explicit federal constitutional right to privacy,* privacy
rights have been articulated in limited contexts by the Supreme Court. These*“ zones

9 Theoretically, sharing of information between various entities is possible through indexing.
Currently, lack of indexing standards may impede the seamless exchange of information. This discussion
is attempting to articulate the concept of electronic information sharing capabilities, recognizing that
technologies are rapidly catching up to this capability.

10 The most closely related constitutional right is that under the Fourth Amendment, which
prohibits unreasonable search and seizure of individuals and their houses, papers, and effects. U.S. Const.
amend. 1V. Some states, such as California, recognize a right to privacy in their state constitutions. See
Cal. Const. art. 1, 81 (West 1983).
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of privacy” include“mattersrelating to marriage, procreation, contraception, family
relationships, child rearing, and education.” 1t

Historically, individuals' information privacy rightshave been articulated in federal
and state caselaw and statutes governing the areas of medical, financial, educational,
and consumer data.'? Privacy interests have also been recognized and protected in
statutes and regul ations governing collection, use, and sharing of justiceinformation,
specifically relating to the official criminal history record,*® information collected for
research or statistical purposes, criminal intelligence systems, and juvenile justice
record keeping.’* Today’s expanded information sharing capabilities are blurring
thelines betweentraditional crimind, civil, juvenilejustice, social service, education,
and medical records, giving rise to a new generation of privacy issues by causing
these new types of information setsto fall outside existing legal frameworks.*

For example, the “criminal history record” is a subset of the entire justice record
containing individuals’ arrest and dispositioninformation. Traditionally, an official
crimina history record was created and maintained at a state repository. With the
advent of information technol ogiesalowing integrated sharing of information between
justice agencies, creation of “unofficial” compilations mirroring the information of
the criminal history record are possibleto abtain from state or local justice agencies,
such asthe courts, or from private information purveyors. |nadditionto thetraditional
arrest and disposition information, such compilationsmay includeinformation relating
to probation, social services, child custody, and drug treatment, among other things.
These unofficial compilationsmay not fall under lawsintended to protect aspecific
privacy interest, such as an official criminal history record, medical, financial, or
educational information. Proper useand disclosure of these compilations may require
attention to a number of state and federal privacy laws.

Who Is Responsible for Assessing and Implementing
Privacy Policy in the Justice System?

Asnoted above, successful privacy policy development and implementation requires
acombined effort of policy leaders, information technology managers, and line system

1 Paul v. Davis, 424 U.S. 693, 713 (1976). For a discussion of federal case law relating to
information privacy interests in justice information, see Paul F. Kendall, Neal J. Swartz, Anne E. Gardner,
Gathering, Analysis, and Sharing of Criminal Justice Information by Justice Agencies:. The Need for
Principles of Responsible Use, 21% Annual International Conference on Data Protection and Information
Privacy, Hong Kong (Sept. 1999), http://www.pco.org.hk/english/infocentre/conference.html.

12 See, id; see, e.g., Health Insurance Portability and Accountability Act of 1996, 42 U.S.C.A.
§201 note, §1320d (Supp. 2000); Family Education Rights and Privacy Act of 1974, as amended, 20 U.S.C.
A. 8 1232g (2001); Children’s Online Privacy Protection Act, 15 U.S.C.A. 86501 (Supp. 2000); Fair Credit
Reporting Act, 15 U.S.C. §1681 (1998); Digital Millennium Copyright Act, 17 U.S.C.A. §101 note (Supp.
2000); Gramm-Leach-Bliley Act (Financial Services Modernization Act of 1999), Pub. L. N0.106-102,
113 Stat 1338 (1999). In addition, see http://www.epic.org/privacy/billtrack.html for a summary of
current privacy legisation. Federa statutes can be accessed at www.washlaw.edu. Federal public laws and
bills can be accessed at http://rs9.loc.gov/home/thomas.html. A current summary of state and federal
statutes can be found in Robert Ellis Smith’s Privacy Journal, Post Office Box 28577, Providence,
Rhode Island 02908, 401-274-7861, 5101719@mcimail.com.

13 Traditionally, a report created and held by a state repository showing criminal arrests and
dispositions of each offender. Juvenile records are typically not a part of the crimina history record.

4 See eg., 28 CFR Parts 20, 22, 23 (2001); 34 CFR Part 99 (2001).

15 For a discussion on implications and effects of advanced information sharing capabilities in
the justice system, see Paul F. Kendall, Neal J. Swartz, Anne E. Gardner, Gathering, Analysis, and Sharing
of Criminal Justice Information by Justice Agencies: The Need for Principles of Responsible Use, supra
n.11.
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users. Thiscombined effort isneeded in devel oping and implementing privacy policy
in asinglejustice agency system, aswell asin an integrated justice system.

Justiceinformation privacy policy development islargely the responsibility of high-
level policy executiveswithin thejustice system. Thisperson or group of personsis
sometimesreferred to asthe“information steward” for thejustice agency or integrated
system. Theinformation steward will be guided by jurisdictionally applicablelaw or
regulation and may look to sources of policy guidance, such as the privacy design
principlesdescribed below. Theinformation steward may also determinethat certain
policy questionsriseto alevel that require public discussion and political attention.
In these instances, privacy policy development may need to be supplemented by
legidativeaction.

Implementation of the privacy policy and identified law rests with justice agency
policy and technology managers, aswell astechnology and line staff. Tools, such as
the privacy policy template and the privacy impact assessment for justiceinformation
systems, described later, are available to assist in this process. It isimperative that
privacy policy implementation be a cooperative effort of justice managers and
technology staff. For effectiveimplementation, there must be akeen understanding
of justice business practices, as well as technology design. Therefore, in most
cases, responsibility must be divided between these two areas of expertise, rather
than both areas assigned to either managers or technology staff.
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Section 11
Developing Privacy Policy
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Chapter Three:

Privacy Design Principles for Justice
Information Systems

Thisdiscussion of the design principlesfocuses on the adult criminal justice process.
The principles, however, are applicable to civil, juvenile, family court, and other
justice records in single-agency systems or in the context of an integrated justice
system architecture.

A History of Privacy Codes

Thefollowing history isprovided toinform the discuss on surrounding the devel opment
of privacy design principlesand technology design principlesthat best address state,
local, and tribal justice systems.

Thebasisfor privacy design principlesworldwideisthe Organization for Economic
Cooperation and Development’s (OECD) fair information practices (FI Ps), devel oped
in the 1960s and 1970s to address technology implications at the time. The FIPs
were codified inthe OECD guidelinesin 1980 (see Appendix A). Despite advances
intechnology, the FIPsremain universally recognized asasolid foundation on which
to build everything from privacy legislation to self-regulated privacy standards for
the private sector.

The FIPs!® place restrictions on the collection, use, and disclosure of personal
information. Their goalsare summarized asfollows:

1. Limiting the collection and use of personal information for the purposes
intended;

2. Ensuring data accuracy;
3. Establishing security safeguards;
4. Being open about the practices and policies regarding persona data;

16 Http://www.oecd.org/dsti/sti/it/secur/prod/PRIV-EN.HTM#3. See Appendix A for full
description.

Purpose: to present
privacy design
principles that
apply to the design
and implementation
of justice
information
systems, as well as
specific privacy
Issues associated
with integrated
justice systems
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5. Allowing individuals accessto their personal dataand the ability to haveit
corrected; and

6. Identifying persons accountable for adhering to these principles.

The FIPs have been adopted by the commercia sector in the United States, and
many commercia privacy policies have been drafted using the FIPs as a guide.
With somemodification, the FIPsform the basisfor the privacy design principlesfor
justice information systems set forth below.

Subsequent to the OECD guidelines, the European Union (EU) released its Data
Protection Directivein 1995, which went into practicein 1998.1 Under thedirective,
datasubjectsare granted anumber of important rights and may appeal to independent
national authoritiesif they consider their rightsare not being respected. Theserights
include:

1. Information from subsequent data users about where the data originated
(where such information is available), the identity of the organization
processing data about them, and the purposes of such processing.

2. Arright of access to persona datarelating to him/her.
3. Aright of rectification of personal datathat are shown to be inaccurate.

4. Theright to opt out of allowing their datato be usedin certain circumstances
(for example, for direct marketing purposes) without providing any specific
reason.

In cases where data are transferred to non-EU countries, the directive includes
provisionsto prevent the EU rules from being circumvented. The basic rule isthat
the data should only be transferred to a non-EU country if it will be adequately
protected there, although a practical system of exemptions and special conditions
also applies—such as for data where the subject has given consent or which is
necessary for performance of a contract with the person concerned, to defend legal
claims, or to protect vital interests (e.g., health) of the person concerned.

To interact with the EU directive, both Canada and the United States have pursued
different strategies. The Canadian federal government haschosento pursuelegidation
based on the Canadian Standards Association Model codes. These codes have clear
paralels with the OECD guidelines and the EU Data Protection Directive. The
United States Department of Commerce, however, has taken a different approach
tointeracting with the EU through the devel opment of the International Safe Harbor
Privacy Principles (Safe Harbor).®®

The Safe Harbor isavoluntary compliance program that allowsAmerican companies
to exchange information with European businesses. To beapart of the Safe Harbor,
an organization can join an existing self-regulatory privacy program that adheresto

7 For a more detailed description of the EU directives, see http://europa.eu.int/comm/
internal_market/en/dataprot/index.htm.

18 The Safe Harbor became effective November 1, 2000 (see Appendix B). The Safe Harbor was
developed in consultation with the European Union as a way to ‘bridge the gap’ between the comprehensive
legislative protections required under the EU Directive on Data Protection and the United States' more
loosely defined legislative and self-regulatory framework. For more information on the Safe Harbor, see
http://export.gov/safeharbor. Other non-EU countries have developed legislation similar to that discussed
above or continue with self-regulation.  See http://www.pco.org.hk/conproceed.html.
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the Safe Harbor’s requirements, or develop its own self-regulatory privacy policy
that conforms to the Safe Harbor principles. The Safe Harbor requires that
organi zations comply with seven principles: notice, choice, onward transfer, access,
security, dataintegrity, and enforcement. (See Appendix B.) These principles are
based on the FIPs described above.

Unique Privacy Characteristics of the Justice System

TheFIPsareagood starting point for developing privacy design principles. However,
thejustice system hasaset of unique characteristicsthat must be taken into account.
For a start, the right to privacy must be balanced with the need to carry out the
administration of justice and its prime goal: protection of society. Without overly
dramatizing the situation, theway in which ajustice agency usespersonal information
in the administration of justiceis vital to the protection of society and can result in
life or death situations. In addition, thereisaneed for the public to access personal
information whereit directly relatesto the integrity and effectiveness of the justice
system process. Thisincludespublic accessto information onthe accused, witnesses,
and victims, aswell asan agency’sdaily operating information.

Therefore, although important, privacy design principles should not be viewed as
changing the balance or diminishing the value of fairness inherent in the justice
system. In other words, privacy design principles themselves cannot create an
advantage or adisadvantage to any part of the justice system or serveto “close” the
system to the public.

Rules and protocols

For these reasons, a justice agency or integrated justice system must have privacy
rulesthat recognize and distinguish the different mandates of specificjustice agencies.
The privacy rulesmust also recogni ze the status of theindividual and therelationship
of that person to the various justice agencies. Information must be assessed in
context, rather than just by its “type,” when gathered. For example, a convicted
crimina’s persona information would be dealt with differently than a witness's
personal information. Furthermore, treatment of personal information collected for
investigation may differ from information collected and used in a case processing
system.

In addition, different information sharing rulesapply. Rules, or protocols, for sharing
information within the criminal justice system (e.g., police, prosecutors, defense,
courts, and corrections) would differ from rules used to determine the disclosure of
that information to parties outside the justice system. For example, the police and
prosecutors must share more information between themselves than is publicly
available regarding an arrest.®®

Thisdiscussion, while pointing to the complexities of information privacy policy inan
integrated justice system, should not cause one to jettison the value of undertaking
such policy development. The privacy design principles and other tools in this
Guideline areintended to assist in the devel opment of policies and technol ogiesfor
responsible information management in an agency or integrated justice system.

19 See Chapters Four and Five on public access.
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Legislative context

Most information systems worldwide are required to work within some type of
legislative framework. However, an integrated justice system in the United States
has to work within a detailed patchwork and array of legislation and regulations.
Oneisfederal legidation, such asthe Crime Control and Safe StreetsAct,?® aswell
as state-specific legisation that requires greater and lesser degrees of control of
personal information.

Thereisalso abody of case law governing privacy and public access challenges by
personsagainst various state and federal legidation and agency practices. Inaddition,
different states and tribes have varying policies and laws regarding the degree of
privacy a person can expect if he or she has arelationship with the justice system.
Therefore, thelegal context needsto be mapped clearly for each agency or integrated
justice system technology project according to the laws governing the jurisdiction.

Eight Privacy Design Principles for Justice

Information Systems

To be effective, a privacy policy should be built into the technology design at the
outset of every information system’sinitiative. This requiresthe development of a
privacy policy and the communication of thispolicy to thetechnol ogy implementers.

The privacy design principles below provide an ideological basisfor designing and
implementing privacy policy. Therefore, it is important for policy drafters and
technology implementersaliketo read and have an understanding of these principles.

The drafters of the following eight privacy design principles have undertaken two
stepsto structure the principlesfor practical use and understanding:

1. Theinternationally accepted FIPsare used as abase from which to develop
justice-specific privacy design principles.

2. A set of technology design principles are introduced to assist a project’s
“technology design architect” to bring each privacy principle into the
enterprise architecture.

1. Purpose Specification Principle

The purpose specification principle requires the identification of the purpose for
which personal information iscollected.

When personal information is collected by a justice agency system, the system’s
purpose?? should be specified in writing, not later than at the time of data collection.

2 See Omnibus Crime Control and Safe Streets Act of 1968, Pub. L. No. 90-351, 82 Stat. 197,
1968 U.S.C.C.A.N. 237, as amended. See also 28 C.F.R.23.1 (1999). (The Office of Justice Programs is
authorized to promulgate policy standards to assure that criminal intelligence services funded by the
Omnibus Crime Control and Safe Streets Act “are not utilized in violation of the privacy and constitutional
rights of individuals.”)

2L “Enterprise architecture” refers to the specifications of an information technology that
spans multiple organizations and allows those organizations to share and use information in a seamless and
transparent way; i.e., no “stovepipe” technologies.

2 The purposes for the criminal justice system are well-established. They include law enforcement,
criminal investigation, public protection, and the justice process. For this principle, these purposes need
to be specified to ensure that the resultant technology design fosters adherence to the principle.
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The subsequent use (see principle4) must belimited to the fulfilment of those stated
purposes or other compatible purposes? that are specifically identified. Aswell, the
personal information collected should be pertinent to the stated purposes for which
theinformation isto be used.

The purpose statements al so heed to address various third-party and private sector
partnerships or relationships where personal information isor will be disclosed.?

For example, each component of the justice system (law enforcement/investigative
systems, prosecutorial systems, defense systems, court systems, correctionssystems,
and probation and parole systems) would have a set of stated purposesfor collecting
information. These purposes need to be articulated prior to the technology design
and prior to the outset of data collection.?

In an integrated system, these purpose statements must be harmonized during the
technology design. Even though information in an integrated system can be easily
reused, the purposesfor collection by each component of ajustice system should be
relatively stable, thus providing a benchmark to determine appropriate secondary
use.

Generally, the purpose statements should directly relate to the mandate of the relevant
sector of the justice system. For example, the purpose of law enforcement agencies
for collecting personal information isto investigate (suspected) criminal activity to
bring suspectsto trial, whereas the purpose of the court system isto process cases,
provide accurate and complete information for judicial decisions, and produce
dispositions for complete criminal history records. The purposes of these systems
should be harmonized to provide a*“ privacy framework” governing collection, use,
and reuse of personal information.

Technology design principle. Organizations must clearly identify and document
the purposes for collecting personal information. System design must ensure that
the system’s outcome islimited to the purposes for which the personal information
waslawfully collected and disclosed. We must pay attention during the design stage
in all instances where personal information is disclosed regularly to one or more
parts of thejustice system. We must also pay attention to the building of atechnology
that easily enforces access restrictions to personal information available to parties
outsidethejustice system. Information can be publicly avail able through two methods:
information released by acomponent of thejustice system; e.g., for public safety, or
requested by athird party; e.g., the media.

2 A compatible purpose is one that matches or is in harmony with the original stated purpose.
The underlying logic in this thought is that the reuse of persona information is restricted to origina stated
purposes or similar purpose statements that are required prior to reuse of data. This will be critical in
situations where third parties wish to access or purchase justice information. This will also be critical to
manage data use. For example, the privacy design principles need to address third parties' (ranging from
strictly private sector to quasi-justice system) access and use of information; for example, third parties
wishing to scan justice information to look for potential drug rehabilitation customers, or a credit-rating
agency wishing to access court data. Use of the purpose principle is a way to have third parties contractually
bound to how they can use the data.

2 Assistance for developing policy for these types of disclosures is addressed in Chapters Four
and Five on public access.

% An example of a purpose statement for a law enforcement body would be as follows: the state
police collect personal information in the pursuit of suspected offenders, for public safety, and to bring
offenders to trial.
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2. Collection Limitation Principle

The collection limitation principle requires agencies to carefully review how they
collect personal information to avoid collecting personal information unnecessarily.

There should be some limits*® placed on the collection of personal information.
Personal information should be obtained by lawful and fair means and, where
appropriate, with the knowledge or consent? of the data subject. It isimportant to
remember that an individual’sknowledge and consent rightswill belimited depending
on hisor her relationship to thejustice system (e.g., suspect, offender, victim, witness,
juror, or offender’sfamily).

A test of relevance should also be applied (e.g., by an independent third party or as
authorized inlegidation) when collecting personal information on individual swithout
their knowledge or consent, or when theindividual isnot charged withacrime;i.e.,
under investigation, or when an investigative body is“information gathering.”

Thisprincipledifferentiates between the knowledge and consent rights of an offender,
arrestee, the victim, witness, juror, offender’s family, or victim’'s family. Special
consideration must be made to limit collection of personal information on victims,
witnesses, andjurors(e.g., totest their credibility). For suspectsor accused persons,
although broader, the collection limits should be set by thelegidative framework and
legal precedent. However, obtaining a person’s consent to collect their personal
information isgenerally not applicable during case® investigation or prosecution.

The“collector” of personal information varies. For example, inthecriminal justice
system, the collector isgenerally law enforcement, whileinthe civil justice system,
itistheparties. Inthecriminal justice system, personal information is collected by
law enforcement, prosecutors, defense attorneys, and pretrial services officers on
suspects and those associated with the suspects, including victims, withesses, and
family members. Aswell, personal information is generated by the workings of the
justice system itself, as the offender moves through the various components of the
justice system. For example, an arrestee’ sfingerprints are taken and an identification
number issued. Theseidentifiersare created by the justice system, passthroughit,
and are maintained as part of an official record.

Technology design principle. Thelimitsand special circumstances set out in the
collection of personal information principle must beincorporated into the design of
information systemsto ensure that extraneous personal information isnot collected.
We must define extraneousinformation for each relationship anindividual haswith
the justice system. Generally, information is extraneous unless it has relevance to
the integrated justice system’s purpose statements. This definition is critical, as
technology hasthe ability to automatically search for information on apersoninan
ever-increasing number of databases.

% Determining limits is a difficult task in the justice system. A test of necessity; i.e., what is
necessary to collect, would need to be developed by state and local justice systems. This would involve
stating and assessing “why” a component of the justice system would need to collect (i.e., “know”) that
information.

27 Consent from victims prior to data collection needs to be addressed.

% State and local justice systems need to define “case” under various components of the justice
system; i.e., probation case, corrections case.
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3. Data Quality Principle

The data quality principle requires agencies to verify the accuracy, completeness,
and currency of their information.

Personal information contained in aninformation system should be accurate, compl ete,
current, and verified.?® Thisnormally assumesthat the individual has some means
of accessing his or her own information in the system to ensure it is accurate and
up-to-date.

However, becausein thejustice system “ notice to and access of” theindividual may
not be available, other methods are needed to ensure that the information held is
accurate and up-to-date. These methods can involve passive dataanalysis, including
cross-referencing, that identifies anomalies, plus authorized human correction that
could involve the data subject.

Separate from privacy concerns, data source identification, data management, and
record retention need to be addressed as part of data quality. Inaccurate personal
information can have a devastating impact on the person and the integrity of
proceedings within the justice system. The accountability for dataquality lieswith
the system’sinformation steward as further described in principle eight.

Technology design principle. We must design the technology to ensure efficient
data access and correction. As well, the technology requires a streamlined
methodol ogy for logging or tagging the access and correction of information, recording
changes, by whom, when, and for what reason, to ensure accountability. Where a
record of correctionsisretained, theinaccurate information should not be routinely
disclosed within the justice system.

To ensure dataquality, thetechnology design must foster “dataverifiability.” Thisis
the process of ensuring datais sought where missing, and flagged or excluded where
found inaccurate. Thisprocess of dataverification also demandsatechnology design
that tags data as confirmed and either accurate or inaccurate, or “to be confirmed.”

For example, the technology design must have standardized security routines that
address how certain people access the data and what standard of proof is required
to amend data. For instance, the types of questionsthat need to be asked are: Does
a victim have access to al the data in the file or just hisher statement? Does
technology allow for redaction of nonvictim data? If an error isfound, who decides
what the correct information should be? |s there an administrative process with a
legal standard—preponderance of the evidence (morelikely than not)—for amending
theinformation?

Finally, technology must support data standardization across various data
systems.® This would support use of same or comparable terms, data entry fields,
datadefinitions, and datastructures. For example, datafiel dsneed to beinteroperable,
and field edits and meta-data definitions need to be consistent.!

2 Reliability of information is a key priority that needs to be designed into an integrated justice
technology system. For example, raw investigative information could be fraught with inaccuracies until
verified or cross-checked with other data.

% This does not eliminate the need for case comments, or text boxes, as they are needed; e.g.,
for probation. However, free-flowing text needs to be restricted as much as possible. Advances in XML
standards offer a method to share more robust data fields. For more information on XML, see
http://it.ojp.gov/global/standards/xml.html.

3L Certified court transcripts pose a challenge, as they cannot be corrected.
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4. Use Limitation Principle

The uselimitation principlerequiresagenciesto limit use and disclosureto the purposes
stated in their purpose statements.

Personal information should not be used or disclosed for purposes other than those
specified in accordance with principle 1, except (a) with the consent of the data
subject; (b) by the authority of law; (c) for the safety of the community, including
victims and withesses; or (d) pursuant to a public access palicy.

Generally, personal information should be retained as necessary, but its use must be
limitedtoitsoriginal purposefor collectionasoutlinedin principle 1. Uselimitation,
generally, ismore applicablewhereinformation isdisclosed outside thejustice system,
whereissues of safety, risk, and the right-to-know by the public are factors applied
inthe uselimitation principle. Within the criminal justice system, applying the purpose
for collection stipulated in principle 2, the use limitation principle between agencies
appliesunder exception (b); that is, when provided by theauthority of law. Additionaly,
the use limitation principle has effect in an integrated justice system where various
components’ systems “use purposes’ are limited by having been harmonized.*

A general pattern of the use of personal information suggests that within the justice
system, useis determined by access authorization and by assuming the doctrine of
“consistent use.” Consistent use means that the way in which the data is used or
reused stems directly from the stated purpose(s) for which the data was collected
initially. Whereinformation is not being handled under “ consistent use” within an
information system or between systems, notification and specific authorization might
be warranted.

Outsidethe criminal justice system, useisincreasingly limited astheaudience migrates
fromvictimsto the public. Public accessissuesare complex and problematic. Policy
guidelines addressing public accessissues are set out in Chapters Four and Five.

It isimportant to note that there are a growing number of “gatherers” who make a
living from uncovering personal information about citizensfrom government databases.
Often referred to as “bulk data,” the sale of government databases to the private
sector changes data's intended use and accessibility, thus dramatically increasing
the likelihood of abuse. In addition, compilations of legal data prepared by the
private sector may result in unintended consequences for citizens exercising their
right to participatein thejudicial system. For example, it isnot uncommon for rental
or housing associationsto devel op databases of personswho have filed an unlawful
detainer claim. These legal actions are likely to be based on avalid claim by the
renter or homeowner; i.e., for lack of repair. The information in the database,
however, followsan individual forever and may result in denia of housing.®

A third area of concern isinformation sharing between “closed-record” states and
“openrecord” states, wheretheinformation not availableto the publicinthe closed-
record state becomes publicly available onceit is shared with the open-record state.
This type of availability has created a market for private information gatherersto

%2 Use limitation also includes access limitation and levels of authority to access certain types of
information within the justice system. Part of this can be developed using the need-to-know principle.
Other parts can be developed through access and security protocols. For example, distinctions should be
made for certain types of information (pre- and post-guilty information), who has access to that information,
as well the types of access (e.g., read only).

3 See Chapter Five for a discussion of bulk data issues.
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usejustice system accessin one state to provide nonaccessibleinformation to parties
in their home state.

These types of data gathering have privacy implications that need to be addressed
up front in integrated justice systems. Managing the sale and access to justice
information may bedifficult giventhelegidativeframework in some states. Idedlly,
thesale of informationin bulk should belimited to recognized justice system purposes
as enumerated in principle 1, and contracts for the sale of bulk information should
require compliance with privacy principles.

Through a privacy impact assessment, a justice system can be reviewed by the
government for the impacts of information-handling practices. Ongoing reviews
are necessary as future changes increase the ability to gather and use information
and as market forces control these processes.

Technology design principle. Privacy policy should drive the design and
devel opment of technol ogy, rather than technological capability dictating theformation
of privacy policy. We cannot assume that personal information collected for one
purpose should be used or shared for an unrelated purpose. Information systems
must be designed to halt unauthorized uses of personal information. Thisinvolves
authorization procedures for access to information, even within the justice system,
that in turn involves a protocol for tracking who accesses information and for what
purpose. The circumstances of additional use need to be recorded and attached to
therecord. Aswell, arecord of datalinkage needsto be created and attached to the
record, allowing for the development of an audit trail and enabling a use assessment.

Thetechnology design also needsto addressissues of disclosure. There are occasions
where historical dataare appropriate for disclosure within thejustice system (former
aliases, addresses, etc.), but perhaps not outside the justice system. The decision
rests on whether the most recent data are “updates’ or “corrections.” Thisis an
areawhere thistechnology design principle dovetails with principle 3, data quality
design.

Datamatching and data mining, where personal identifiers have been stripped from
therecord, fall outside of thisdesign principle.

5. Security Safeguards Principle

The security safeguards principle requires agencies to assess the risk of loss or
unauthorized accessto information in their systems.

Reasonabl e security safeguards against risks* should protect personal information
against loss or unauthorized access, destruction, use, modification, or disclosure.
These safeguards should be provided according to the sensitivity of theinformation
andrisksto all involved parties. This principlerecognizesthat personal information
collected by thejustice systemishighly sensitive and anatural target for compromise.
The adage of Robert Morris Sr., former Senior Scientist, National Security Agency,
should always be remembered in the design of the security architecture of ajustice
information system: never underestimate the time, expense, and effort someone
will expend to break your technology. This principle is not designed to cover al

3 Risk assessment is an integral part of this process. It needs to identify all the potential data
users as well as intruders. It also needs to include disaster recovery strategies.
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aspects of security for a justice agency. It focuses on the access security of
information systems.

An example of risk assessment and the application of security safeguardsisfederal
regulation 28 CFR Part 20, dealing with criminal history information, and
28 CFR Part 23, dealing with law enforcement intelligence systems. These
regulations, promulgated in the late 1970s, address specific security proceduresfor
state and local justice information systems and require the implementation of these
procedures on systemsthat are funded in whole or in part with federal dollarsfrom
the Office of Justice Programs (OJP). OJP acknowledges the need to update 28
CFR Parts 20 and 23 to correspond to the capabilities of today’s information
technology. Inrevising the current regulations, it isimportant to note that security is
an areathat will be constantly driven by technology. Although security policy, like
privacy policy, should not be based on specific technology, the implementation of
security safeguards will necessarily be dependent upon current technological
capabilities.

Technology design principle. Organizations need to conduct information
classification reviewsto determine the appropriate level of security to apply, taking
into account certain types of personal information, as well as the auspices under
which the information was collected. The level of security is dependent on the
sengitivity of theinformation and itsvalueto both authorized and unauthorized parties.
Aswell, methods should bein placeto record failed attemptsto alter information or
attack the system.

Some of the current methods to maintain security include:
e Public key infrastructures,
o Dataencryption;
» Access controls;
*  Remote access, two-way user authentication;
e Log-in and password management;
e Procedures for monitoring records of access to information; and

e Risk assessment.

6. Openness Principle

The openness principle requiresthat agencies provide notice about how they collect,
maintain, and disseminateinformation.

There should be a general policy of openness about developments, practices, and
policies with respect to the management of personal data (apart from the actual
data). Openness includes public access to the management practices of the data,
except whereit directly relatesto aninvestigation, apending or open case, or involves
safety concerns and other factors that a government determines as necessary
exceptions.

Openness al so includes public accessto establish the existence of personal dataand
accessto the actual data pursuant to an official public access policy. Access should
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provide the main purposes of the data’'s use, aswell asthe identity and office of the
data controller responsible for that data.

In an investigation or prosecution of an offense, established legal precedent and
evidentiary ruleswill determine the openness principle or exceptionsto it.

The openness principle also requires clear communication to affected individuals
where justice records are requested, sold, or released to third parties. This may
requirethat the public beinformed when informationissold in bulk for commercial
purposes.®

This principle is necessary for accountability and to implement the purpose
specification principle.

Technology design principle. A justice information technology system is not
transparent initsinformation. It doesnot easily allow individualsto verify how their
information is collected, used, or disclosed, nor should the technology necessarily
make its practices and policies open to the public. However, the information
technology system must be designed to allow for some method of independent
oversight, as the openness principle must be part of the technology for the purpose
of accountability.

One way to accomplish the openness principle is through a proxy® who provides
independent oversight. The system is designed to be transparent to the proxy and
authorized system users, showing the types of transactions and linkages within the
system, aswell astheway inwhich personal informationis collected, used, disclosed,
and retained. When appropriate, the technology must be able to provide to the
proxy afull description of al the circumstances where an organization discloses an
individual’s personal information to third parties, both inside and outside thejustice
system.

Information systems must be designed to allow all transactions (including who made
changes, when, and for what purposes) made on an individual’sfileto be traced for
accountability purposes (addressed in principle 8). A history of transactionsmust be
retained for audit purposes and to respond to complaints.

7. Individual Participation Principle

Theindividual participation principlerequiresagenciesto allow affected individuals
to access their information.

% This type of notice continues to be a controversial issue that requires the balancing of the
public’s right to access the information with the individual’s right to protect the secondary use of his
information. See Chapter Five for further discussion on bulk data issues.

% A proxy function may be introduced in applying the privacy design principles to alow for the
necessary accountability for an information technology system comprised of personal information, while
taking into account that investigation and court proceedings could be compromised if individuals had access
to their information. The nature of a proxy should be a point of discussion at the federal, state, local, and
tribal levels. An option for a proxy is a point of systemwide accountability and advocacy, with audit
functions, to ensure the privacy design principles are functioning as intended and personal information is
not being misused. In small jurisdictions, the proxy function may be provided by the state or in a reciprocal
arrangement with a neighboring jurisdiction. In any case, the proxy role needs to be developed by jurisdictions
implementing automated justice systems. It should be noted that a proxy in this context is distinct from an
agent who acts on behalf of an individual.
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Given the unique environment of thejustice system, anindividual, or an agent for an
individual or for victims and witnesses, should have the right, except as it would
compromise an investigation, case, or court proceeding:

1. Toobtain confirmation of whether or not the data collector has datarelating
to him;

2. Tohavecommunicated to him, datarelating to him/her, within areasonable
time, at acharge, if any, that isnot excessive, in areasonable manner, andin
aformthatisreadily intelligibleto him/her;

3. To be given reasons if arequest made under 1 and 2 is denied, and to be
ableto challenge such denial;

4. To challenge datarelating to him/her and, if the challengeis successful, to
have the data erased, rectified, completed, or amended; and

5. Toprovidean annotation to datawhere an organi zation decides not to amend
information asrequested by anindividual or an agent for anindividual or for
victims and witnesses.

Technology design principle. An information management system must be
designed to provide an individual, or an agent for arequesting individual, copies of
personal information without disrupting the ongoing operation of thejustice system.®”
An exampleof thiswould be asystem’ sability to gather, collate, and discloserequired
pretrial information or to respond to the Freedom of Information Act requests
efficiently.

The information management system must be designed to provide efficient access
for authorized use and approved releases of information in a form that is readily
understandable and at the lowest cost possible to the individual. For example, an
integrated system may contemplate “ one-stop shopping” for the public or a pointer
systemthat directsthe publicto locationsof information. Thisisdiscussed furtherin
thefollowing chapters.

An information management system must be able to amend or annotate personal
information subject to disagreement over accuracy. The system must also have the
capacity to notify third parties, in atimely manner (optimally inreal time), who have
either provided incorrect information or received incorrect information. Information
systems must be designed so that all transactions (including who made changes,
when, and for what purposes) made on an individual’s record can be traced for
accountability purposes (seeprinciple 8).

8. Accountability Principle

Theaccountability principle requires agenciesto have ameansto oversee and enforce
the other design principles.

Accountability should be established within each information system to assure the
development and compliance with proceduresthat give effect to the principles stated
above. The accountable party (information steward), whether an individual or a
body, must preserve the meaning and integrity of the other design principles and

37 Decisions on release or nonrelease of personal information must be established in a protocol
that is in accord with the openness principle and the system’s public access policy.
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assesstheir effectivenessthroughout the operation of thejustice agency or integrated
system. Rolesand responsibilities of the information steward should be established
by the system’skey partners at the devel opmental stages of an agency system or an
integrated justice information system.

The accountability principle is the “due process’ mechanism of the eight design
principles. An individua or his proxy should be able to challenge the system’s
compliance with any one of the privacy design principles through administrative
procedures designed, implemented, and enforced by the information steward. The
information steward should assure that procedures are in place that guarantee a
timely, fair responsetoinquiries.

Technology design principle. To affect the integrity and meaning of all the
design principles, there must be a mechanism to ensure accountability within the
system. Thismay be accomplished through ahigh-level body or individual acting as
an “information steward”: a designate accountable for the privacy of personal
information in the design and development of the justice information technology
system.

Accountability practices for which the information steward would be responsible
include:

1. Ensuring al the above privacy design principles have been incorporated in
the technology design from the conceptual and contextual stages through
implementation;

2. Ensuring information systems are capable of providing accessto personal
information on request and recording who has had access to the personal
information and for what purpose;

3. Ensuring staff managing dataaretrained on privacy protection requirements
asdetailed;

4. Ensuring information systems are transparent and documented, so that
individualsor aproxy can beinformed about the collection, use, and disclosure
of their personal information within the context of the principles outlined
above;

5. Establishing regular security and privacy compliance audits commensurate
with the risks to the data subject or other individuals with arelationship to
thejustice system. Thiswould involve using interna auditors, public oversight
agencies, and external independent auditors;

6. Ensuring that specific areas dealing with heightened privacy interests are
addressed through policy, such as public access and juvenile justice
information; and

7. Ensuring that the above privacy design principlesand other privacy policies
are providing the intended privacy protections through conducting regular
privacy impact assessments. (See Chapter 7.)

Using the Privacy Design Principles

The privacy design principles are intended to provide aframework for state, local,
and tribal governments to use when forming their justice systems' privacy policy
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and identifying technology requirements. Recognizing and agreeing uponthe privacy
principles in this document is the first step to incorporating meaningful privacy
protections into justice information systems. State, local, and tribal governments
should also review and discuss any privacy law or regulation specifically applicable
totheir jurisdiction. Strategiesfor actual implementation of thedesign principlesand
privacy laws are discussed in Chapter Six.

State, local, and tribal governments need to begin by exploring how the privacy
design principles can be incorporated into plans for new information systems and
enterprise-wide architectures, and how they can be applied to existing justice
information systems. In beginning these discussions, it may be helpful to consider
privacy principlesin the context of two audiences:

» Internal, meaning those agenciesthat make up the core of the justice system:
law enforcement, prosecutors, defense counsel, pretrial services personnel,
judges, court administration, correctiona facilities, probation and parole bodies,
victims services, and associated agencies; and

e External, meaning those players (e.g., charged or convicted offenders,
plaintiffs, withesses, victims, or public) that could have arelationship with
the justice system but are not an operational part of the system.

Each audience requires an identification of issues that need to be addressed within
the privacy design principles. It isimportant to note that the principles work under
the assumption that any collection of personal information by membersof thejustice
system is warranted, legal, and meets the test of reasonableness. For example,
trawling® personal shopping information through loyalty cards for the purchase of
large quantities of baggies is reasonable if searching for specific suspected drug
traffickers. Itisunreasonableif there are no suspectsand thetrawling isonly based
on the assumption that any significant purchase of baggiesis suspicious, subjecting
citizenswho blanch large amounts of vegetablesto unreasonableinvasions of privacy.
Itisalsoimportant to notethat when considering the“interna” justice system audience,
thereistendency to assume afree flow of personal information relating to anyone
with a“relationship” to thejustice system, aslong asthe sharing isdone pursuant to
stated purposes.

Putting Together a Privacy Policy

Thefirst step in drafting privacy policy isto develop the policy’s broad objectives.
The person(s) responsiblefor the privacy policy isthe system’sinformation steward.
A privacy policy will balance the competing interests of public safety, privacy, and
public access. Therefore, theinformation steward should invol ve the proponents of
each of theseinterestsin outlining the policy objectives.

Initia policy discussionsshould involve across section of interests, including justice
agency practitioners from the drafting agency and any agencies® that will share
information with it, legisators, individuals from the community, victims, media
representatives, privacy advocates, commercial sector (information services),

% Trawling is used here to describe the process of casting a wide net in the waters of information
with the broad intent to catch “something.”

% Including indigent defense officials or other representatives of the legal interests of the
individuals whose personal information will populate the justice information system.
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academia, affiliated government agencies, and any other interested parties. An
information steward convening such a group should not expect to receive specific
direction for outlining the policy objectives but should use the group to identify the
outer limits of each varying perspective.

Insights from the interaction of participants with competing viewpoints has two
benefits. firgt, articulation of competing information interestsinformsthe balancing
of those interests, and second, competing interests are given the opportunity to
participate early in the policy process, thus showing an environment of inclusion by
thedrafting agency. With so many interestsinvolved in thisdiscussion, theinformation
steward might choose to obtain the assistance of a neutral facilitator. A neutra
facilitator can record and discuss opposing viewpoints without the appearance of
ingtitutional bias.

The second step isto take the knowledge from the interest group and outline policy
objectives according to the justice mandate of the drafting agency and in an effort to
bal ance the competing information interests. Theinformation steward may employ
the talents of an individual or group of individuals within the agency to articulate
these objectives in a few broadly worded phrases. The objectives will form the
basis from which specific provisions of the privacy policy are drafted through the
use of the policy drafting template in Chapter Six.

After articulating the policy objectives, theinformation steward, if not thetop policy
authority, should inform the top policy leaders (i.e., legislators, executive branch
heads, and the judiciary) and seek buy-in on the objectives. The objectives may be
modified asdesired. After high-level buy-inisachieved, intheinterest of inclusion,
theagency may wishtoinformtheorigina interest group participantsof the objectives
uponwhichthe agency will developitsprivacy policy. Suchdisclosuregivespossible
opponents the opportunity to react to the broad objectives before detailed policy is
developed. The drafting agency is not required to modify its objectives to satisfy
every criticism. The careful articulation of the objectives, however, will allow the
agency to explain and support its decision process.

When aset of objectivesisin place, theinformation steward and policy drafterscan
begin the policy building process as described in Chapter Six. Many privacy policy
guestions can be solved by applying the privacy design principlesrelating to purpose,
collection, use, and dissemination. Some underlying policy questions, such asthe
sensitivity of distinct information, and when and to whom it should be released, are
more difficult to answer. The template in Chapter Six, in conjunction with the
discussionsin Chapters Four and Five, providesaframework for solving these difficult
policy issues.

Thefinal stepin developing privacy policy isto subject the policy to aprivacy impact
assessment to determine whether the policy results in the anticipated privacy
protections. Chapter Seven provides a privacy impact assessment for individual
agency and integrated justice system policies. |deally, an agency will be developing
aprivacy policy in conjunction with the planning stages of anew information system
or an existing system modification. The privacy impact assessment can be used to
test the policy at each stage of the new system or modification. If aprivacy policy
is being developed for an existing system, the privacy impact assessment is still
useful to test itsimplementation.

36



Justice Information Privacy Guideline

Chapter Four:

Determining Rules for Interagency
Information Exchange and Public
Access

This chapter explores the privacy implications associated with collection, use, and
sharing of personally and nonpersonally identifiableinformation within and without
the justice system (public access) and how those implications shape information
policies.

Determining Rules for Interagency Information
Exchange

Current information systemsin the justice sphere range from predominantly paper-
driventothosethat are highly automated and interactive. Increasingly, justice agencies
are working together to plan, design, and implement integrated justice information
sharing systems. These systems enhance the ability to collect, access, and use
information, including personal information, and allow information to be entered once
and used across and between many different agency systems.

Developing privacy policies that work throughout an integrated system requires
cooperation of each component justice agency. Many public access, public safety,
and privacy issues are unsettled and difficult to resolve. Thisburden becomeseven
more difficult where agencies with different functions and public mandates are
sharing information.

In developing integrated justice system privacy policy, there are two levels of
assessment. First, each agency must identify the categories of information sensitivity
(Chapter Six) and determine when and wherein thejustice process thisinformation
is shared with other agencies or the public.

Second, the individual privacy and public access policies need to be reconciled,
meaning, identifying any disclosure determinationsthat are contradictory and resolving
timing or access problems. Often, this process is best done as part of a formal
privacy impact assessment for an integrated justice system. The process for
conducting thistype of reconciliationisexplained in detail in Chapter Seven.

Purpose: to provide
a theoretical basis
for use in
developing rules for
interagency data
exchange and
public access to
justice information
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Information exchange between justice agenciesistaking placein every state, local,
and tribal jurisdiction nationwide. The means of exchange vary from traditional
paper transfer to real-time automated information systems. In all these systems,
information that isexchanged isrelated to ajustice purpose. Some of theinformation
isadministrative, and some is substantive case information. Additionally, someis
personaly identifiableinformation and someisnot. Different interestsareinplay in
deciding how, when, and with whom thisinformation is shared.

Personally identifiable information exchange

The privacy design principles in Chapter Three provide the basis for developing
justice information privacy policy. In developing its privacy policy, each justice
agency must takeinto consideration itsjustice mandate, whether it receivesor creates
personally identifiableinformation, how it creates or receivesthisinformation, and
how information is disseminated to other agencies within the justice system and
beyond. From this overview, an agency can create a statement of privacy goals.

Totakeaprivacy policy from astatement of desired goalsto actual working principles
requiresmapping piecesof information asthey flow through an agency or anintegrated
justice system. Mapping theinformation flows allows agenciesto see what types of
information arereceived or collected, in what context theinformation isused, whether
itispersonally identifiable, when, and to whom it is disseminated (see Chapter Seven).
These questions are key to determining the privacy implications associated with
information in any system. After determining the privacy implications of each piece
of information, an agency or integrated system can make deliberate and well-reasoned
decisions on whether, or in what context, the information will be shared. These
decisions affect interagency exchange, aswell as public access to the information.

Nonpersonally identifiable information exchange

Certain interests attach to the interagency exchange of non-personally identifiable
information. Theinterestsarenot “ privacy” interestsbut rather relateto an agency’s
public safety or operational mandate. There may be times when sharing general or
administrative information within the justice system may compromise public safety.
A determination asto sharing thisinformation can be made by mapping theinformation
flows as described above.

Often, the nondisclosure of thistype of nonpersonal information is affected by the
timing of itsrelease. For example, highly sensitiveintelligenceinformation relating
toterrorist activitiesmay not be shared by law enforcement with other justice agencies
until acritical time has passed; e.g., asuspect isarrested or aterrorist act issubverted.
Or, administrative information, such as which law enforcement teams are on alert,
may be kept within law enforcement until athreat has dissipated.

Generally, interagency sharing of information isencouraged to support public safety
functions of justice agencies. Determinations not to share information should be
made with care and should support public safety and the agency’s justice mandate.
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Determining Rules for Public Access

The American justice system is founded on principles of democracy, where the
public’s rights are protected by federal and state constitutions and laws and by the
ability to participatein or monitor the justice process. Somejustice processesallow
for more public participation than others. For example, the court processisinherently
more open than the law enforcement investigative process. Each justice component,
however, has some “public access” method: a means by which the citizenry can
avail themselves of the justice process, monitor the actions of the state, or obtain
justiceinformation for their own uses.

Public access has been afundamental part of the American justice system throughout
itshistory. Public accessto justiceinformation has always been available, changing
in form astechnologies allowed. For example, before current technologies, public
access methods were limited to requesting information in person or in writing from
the justice agency where the information was maintained. Over time, copying
technol ogiesallowed for actual documentsto bereproduced fromthefiles. Similarly,
telephonic access allowed for more timely remote requests.

Information technology advances in the 1990s, however, changed the nature of
public access. Asthejustice system’sahility to electronically collect, use, and maintain
information increased, so haveindividua and commercia desiresto obtaininformation
quickly and easily. Often termed the “Internet effect,” individuals are demanding
access to justice information with the same ease and efficiency as they access
electronic commercial information.

In responseto the public’s expectations, justice agencies are employing new access
technologies. For example, increased availability of the Internet isalowingindividuals
to receivejusticeinformation from remotelocationsrather than at the station house,
prosecutor’s office, courthouse, or jail. On-lineinformation may include noticesor
processinformation, such as court dates, tel ephone numbers, and customer service
information that direct peoplein“how to” accessthejustice system, aswell asmore
substantivejusticeinformation, including crime data, arrests, warrants, and case and
criminal history information.

Indesigningdl privacy policies, however, itisimportant not to limit policiesto currently
available information technologies, such asthe Internet. Today’stechnologieswill
give way to better, faster technologies that may change, again, the way we view
information access. Developing privacy policy around the public, justice system,
andindividual interestsin justiceinformationwill alow justice agenciesto be proactive
in applying policy to new technologies rather than reacting to their effects.

The importance of public access

The American justice system was created to serve the public. The justice system
seeks to monitor other sectors of society, to investigate, and to levy justice. Asa
public service, it must conduct itself in the public view. Theonly meansof “watching
the watchers’ isthrough the public’s access to the processes and events within the
justice system. Thisincludesstatutory rightsto accessrecords of day-to-day activity,
aswell as cases, reports, and decisions affecting individualsinvolved in the justice
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process, and First Amendment and common law rights to access and publicize
information about the justice system and individualsinvolved with it.*

Although it isimportant to maintain public accessto as much justiceinformation as
possible, personal information or confidential public safety information may need
protecting to varying degrees. Therefore, justice agencies must carefully weigh the
responsibility for accessto the justice processwith protection of the personal privacy
of those involved in the process. Justice agencies must also balance the need for
public information against the need to keep information confidential in support of
public safety functions.

There are no bright lines or easy rules to follow in developing policies to address
these conflictingissues. Theresponsibility of justiceleadersand practitionerstoday
isto pave theway for the future of privacy and public access policies by upholding
the presumption of public access while tempering it with reasoned and deliberate
decisions that strive to protect individua privacy interests and enable the daily
operation of the justice system.

What interests are present in public access to justice
information?

Public access gives rise to specific interests for both the public and justice system
agencies. Theinterestsincludethoserelated to “access’ and “release” of information
generally, aswell asrisksto personal privacy associated with release of personally
identifiableinformation. Constructing an effective privacy policy requiresbalancing
thefollowing, often competing, interests.

»  First, the public’sinterest in monitoring the justice system processesthrough
access to justice information.

e Second, justice agencies' interest associated with its public safety or civil
justice functions; for example, “release” interests in releasing appropriate
information on request and proactively rel easing information when necessary
for public safety. Release interests also include ensuring that confidential
information necessary to law enforcement (e.g., ongoing investigations) or
other justice mandates™ isnot rel eased until it would not impair the agency’s
public safety or justice function.

4 It is important to note that the First Amendment right to publicize information falls under the
First Amendment right to free speech. The First Amendment right of access relates to the public's right to
attend crimina trials. This is a “qualified right of access,” where the court can deny access if it finds that
the government has a compelling interest and the denial of access is narrowly tailored to serve that
interest. See Globe Newspaper Co. v. Superior Court for the County of Norfolk, 457 U.S. 596, 606 (1982);
Richmond Newspapers, Inc. v. Virginia, 448 U.S. 555 (1980). Although the Supreme Court has not
extended this qualified right of access to the right to review documents in criminal matters, circuit courts
have applied the qualified right of access in this manner. See; e.g., In re Search Warrant for Secretarial Area
Outside Office of Tomas Gunn, McDonald Douglas Corp., 855 F.2d 569, 573 (8" Cir. 1988); Seattle Times
Co. v. U.S Dist. Court, 845 F.2d 1513, 1515-16 (9" Cir. 1988); CBS, Inc. v. United Sates District Court,
765 F.2d 823 (9" Cir. 1985). Therefore, the limited application of the First Amendment qualified right of
access does not extend a constitutional right of public access to al justice information. This right of access
to public records, although not absolute, is afforded by a common-law right of access. See Nixon v. Warner
Comm., Inc., 435 U.S. 589, 597 (1978). Further rights of public access to justice information at the
federal, state, and tribal levels are provided by statute.

41 In determining disclosure or nondisclosure in case law, this function is referred to as a
“compelling government interest.”
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e Third, individuals' information privacy risksfrom theinappropriate release
and use of personally identifiablejusticeinformation.

Who is the public? Simply stated from the justice system perspective, “the
public” includes a broad group of people and organizations (individuals, profit and
nonprofit entities, and the media) outside thetraditional justice system agencies (law
enforcement, prosecution, defense, courts, corrections, probation, parole, and victims
services). Nontraditional justice agencies, such associal services, health, fire/EMS,
and transportation may be public, depending upon the context in which traditional
justice agencies are sharing information with them.

What is publicly accessible information? In terms of accessing justice
information, there are different levels or classifications of information. Publicly
accessibleinformationisthe most readily disclosed informationinthejustice system.
There are balancing tests that must be applied by justice agencies and integrated
systems in determining public accessibility. The first test relates to balancing the
public’'s“need to know” with anindividual’sprivacy interestintheinformation. The
second test relates to balancing the public’s need to know with the justice agency’s
public safety interest in the information. These interests will be affected by the
context in which the information appears, whether it is personally identifiable
information, and thetimein thejustice process at which theinformation isconsidered
for public access.?

As described above, justice information includes administrative and substantive
information. Some of thisinformation contains personally identifiableinformation;
some not.

“Nuts and Bolts” issues associated with publicly
accessible information

Timing—When does justice information become public? When does it
become “unpublic”? Asinformationiscollected or created by the justice system,
timing becomes an important issue to its public accessibility. For example, arrests
made by a police department are published for a certain time relative to the
commission of the offense. After that period of time, information about aparticular
individual’sarrest may not be publicly accessiblefrom the police department without
a specific request and authorized purpose. At some point in time, the arrest may
become part of the official criminal history record and (depending upon jurisdiction)
may not be publicly accessible at al. In this case, the same piece of information
(nameof theindividual, description of the crime) hasgonefrom “public” to“unpublic”
through the passage of time and viatraditional justice system rules.

The scenario applies in the reverse as well. For example, information collected
during aninvestigationisnot publicly accessibleat that time. The sameinformation,
onceintroduced at trial, becomes part of the publicly accessible court record. If the

42 For example, the content of a search warrant affidavit may contain personal information
about the subject and witnesses, as well as information about investigative leads, law enforcement techniques,
and presumptions. Consideration of type, context, and timing in releasing this information is imperative
to protecting the privacy interests of the subject, witnesses, and the law enforcement purpose of the
government investigation. What might not be appropriate for release precharge, might be appropriate for
release after indictment or conviction.
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case does not proceed to aresolution in the courts and the investigation is closed,
information may then become publicly accessible from the law enforcement or other
agency. Therefore, in some instances, timing is everything.

Timing restrictions, or protections, that worked to effectuate access policy in paper-
records systems may not work as well in the electronic age. Once information is
released in an electronic format, it can be duplicated and widely disseminated with
much greater ease than paper records. In addition, it isnearly impossibleto assure
to whom it is disseminated once it leaves the original source. For example, arrest
data that is publicly available over the Internet may be copied and electronically
disseminated by an information purveyor. When the police department removesthe
arrest information notification, theinformationistill being disseminated to the public
through the private source. A year later when the arrest becomes part of the official
criminal history record, the purveyor may still disseminate that information—along
with other related information the record has attached to it. These changesin how
timing affectsaccessto information should be considered in devel oping public-access

policy.

Timing issuesare extremely important in dealing with the movement of information
within an integrated justice system. It is possible to have the same information be
public at a certain agency while remaining nondiscloseable in another agency. For
example, information in anonpublicly accessible officia criminal history record may
be obtained in similar (if not the same) format from a court or corrections agency
information system. Inthisway, an“unofficial criminal history compilation” ispublic
wherethe official compilation may not be.

What is the life cycle of the information? In the paper age, justice agencies
wererequired to devel op policiesfor maintaining quantities of paper files. Physical
storagelimitationsdictated that not all documents could be saved forever. Inaddition,
utility of old documentswasmargina, asstored documentswerenot easily retrievable,
even with detailed indexing systems. Digital storage capability has changed the
way we view volumes of information. Storage capability is practically unlimited,
and access, retrieval, and analysis of stored documentsisinstantaneous. Therefore,
document “life cycles’ in the information age will be used as part of an access
policy rather than implemented as a practical necessity.

Oncereleased, publicinformationisforever public. Downstream use of disseminated
informationisultimately beyond control of the disseminating agency. Thisistruefor
both paper and electronic information, although the ease and broad dissemination
capabilities of electronic information exacerbate this problem. Anissueremainsas
towhether thereisutility inthe origina source maintaining theinformation indefinitely.
If maintained indefinitely, istheinformation indefinitely publicly accessiblefrom the
original source? If records are destroyed, istherea“record” that the deleted record
existed? Isthispublicly accessible? Agenciesmust answer these questionsaccording
to the goals of their public access palicies.

In scenarios dealing with timing or life cycle, the goal is not to determine whether
public access, especially electronic information access, isgood or bad (it isareality).
Asindeveloping privacy and public accesspolicy itself, it isimportant that life-cycle
statutes or regulations are not tied to currently available technology, as new
technol ogies may change the way we store and accessinformation. The challenge
in developing life-cycle rules is to determine the true purpose of information
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accessibility and information permanence and to design rules implementing this
purpose. Much of thisdetermination centers on the value of theinformation—to the
individual, thejustice system, and to the public.

What is the value of the information? Competing interests are at work in
determining the “value’ of information. Interests lie with the data subject (the
individual), the justice system, and the public, including the mediaand commercial
sector. “Value” isbasically apersonal judgment. However, government policy and
technological capability increasingly make this judgment for the individual. Itis
crucia, therefore, that asjusti ce agencies devel op aprivacy and public accesspolicy,
the value questionis carefully considered from all perspectives.

Inthejustice system context, the value of nonpersonally identifiableinformation can
be assessed by its usefulness in the day-to-day activity of the justice agency.
Sensitivity and usefulness of the information in relation to the agency’s operations
will inform the agency’s decision to keep the information, to share it within the
justice system, or to release it to the public.

Thedecisionsto share or disclose personally identifiableinformation adds an additional
layer of analysis to the value question. At its most basic level, its value may be
judged by answering some questions in a personal context. For example, if the
information was about you or afamily member, would you want it to be publicly
accessible? If the sameinformation was critical to providing safety to you or your
family, would youwant it publicly accessible?

Additional value judgments are madein the context of oversight and efficiency. For
example, what information would you want to access to ensure the constitutional
operation of thejustice system? What information would you want othersto access
to ensure that you received due process in the justice system? What information
would you disclosein returnfor your own “convenience” inworking with thejustice
system?

Still other valuejudgments are madein acommercial context. For example, what is
the consumer benefit of broad accessto justiceinformation? What isthe market for
justiceinformation? How should access be treated in various contexts, such asfor
employment or housing background checks, by theinsurance industry or just nosey
neighbors?

The core of a privacy and public access policy is developed by reconciling the
answersto value questions. Value questionslikethe ones above, although they may
appear smplistic, aredifficult toanswer in apolicy context. Asinformation technology
has eliminated some of thelatent “ paper inconvenience” protections, in someinstances,
the development of this more difficult policy has cometo rest with the technology
staff. The disclosure, timing, and life-cycle issues al rest on the basis of value
judgments. It isclear that technology isthe implementer of policy, not its creator.
Therefore, a cooperative effort of legisators, justice leaders, practitioners, and
technology staff is needed to address the “ value question.”

What type of access is available? Today, justice agencies must be prepared to
provide public access through a variety of access methods. These include remote
electronic access (Internet, dial-in, or satellite computer terminals), el ectronic access
at the justice agency location, telephone access, written requests, and in-person
requests. It isimportant to note that although this Guideline focuses on electronic
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accessto justiceinformation, the privacy and public accessissues discussed should
be applied to al methods of access. In other words, privacy and public access
policy should not be designed around limiting access by simply substituting another
method of access for electronic access. Policy cannot be “paper” dependant, as
justice and government systems are moving toward evermore electronic record
keeping. For example, agencies should not devel op policiesthat protect information
by limiting itsaccessibility to only paper files. The privacy analysismust be doneon
thetype of information and the contextinwhichitisused. Ifitisdeemed discloseable,
or “publicly accessible,” it should be accessiblein all forms.

In the public access area, as justice agencies move toward more electronic records
systems, thereis concern that automation is actually limiting access to some, while
granting greater access to others; i.e., those without computers no longer have
access through traditional methods. The justice system must take care to maintain
principles of openness and accessibility to all individuals. In the near future, this
may regquire justice agencies to maintain paper and telephonic access, aswell asto
offer electronic access.

What are the fiscal issues associated with privacy and public access?
Justice practitioners agree that devel oping, implementing, and ng privacy and
public access policy in today’s information society results in real costs to justice
agencies. Therefore, agencies must combinefiscal support with internal operations
that promote privacy policies.

Asdescribed above, the planning, design, and implementation of justiceinformation
systems is an expensive undertaking for state, local, and tribal governments.
Retrofitting information system designs to account for privacy policy only adds to
costs and delays operation. Therefore, privacy policies, including the delivery of
public access, should be apart of any initial system design document.

Ideally, access to public information would be provided free of charge. Current
reality dictates, however, that someone pay for thereal costs associated with public
access—whether paper, telephonic, or electronic. Jurisdictions cover costsin various
ways, including state and local justice appropriations (from the tax base) and user
access fees.  Whichever method is used to cover costs should incorporate social
policy promoting accessto the justice system. For example, covering coststhrough
state or local appropriations draws funding from the community at large. The public
policy of thesejurisdictions dictatesthat individuals, through their taxes, enablethe
justice system to provide access to public information to all members of the
community.

Fees, on the other hand, passthe costs directly to those individual s or organizations
that choose to, or must, access the justice system. Due to the importance of
mai ntai ning an open justice system, when setting fees, justice agencies must balance
real costs with public policy. Fee structures created to offset costs must take care
not to limit public access by becoming unreasonably high. In addition, fee waiver
mechanisms must be in place to allow access to the indigent.

What fee (or tax) istoo high? Too low? Just right? Fees or taxes should not be
guess work. In determining a fiscally and socially sound fee or tax structure to
support public access policy, asubstantive cost analysis should be undertaken. This
analysismay include areview of the following four considerations.
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Firstisareview of actual costs. What aretheactual expensesincurredindeveloping,
implementing, upgrading, assessing, and maintaining privacy and public accessfor
the electronic information system, telephonic, or paper access systems? For example,
what are the actual staff hours required to operate the utilized system? What is the
cost associated with doing a privacy impact assessment or other internal audit?
What costs are associated with purchase, upgrade, and maintenance of technology,
including computer systems, tel ephone systems, and dupli cation technol ogies (copiers,
faxes)? What are the costs associated with equal accessibility, including Americans
with Disability Act requirements?

Second is a review of resulting costs. What are the increases/decreases in labor
and operating expenses resulting from implementation of electronic public access
capabilities? For example, what is the public expectation for agency response to
electronic requests? Can current staff meet these expectations?

Hasthe public demand for access outrun the access capabilities contemplated in the
system design? Isthe system ableto handle accessdemandsand internal operations?
Will upgrades be necessary? What follow-up work is generated by electronic public
access capabilities, including record clarifications, corrections, and requests for
expungement? What extraneous interactions with the public are facilitated by
electronic access; for example, technical “help” questions, questions about agency
policiesand procedures, and general inquiriesabout thejustice system? Will additional
staff be required to meet these requests?

What training costs are associated with implementing public access policies? Does
training requirelegal expertise?

Third isareview of indigent access. What costs must be distributed to give effect
to public policy guaranteeing accessto all? How many requestsfor feewaiversare
anticipated? What isthe cost of these waivers to the agency or integrated system?

Finally isareview of profit motives. |sthe agency or integrated justiceinformation
system seen asarevenue generator by the executive, legisative, or judicia branch?
Isprofit expected from the system? Is* public accessfor profit” legally or culturally
forbiddeninthejurisdiction?

From a public access policy perspective, the goal of the cost analysisisto support
public access through determining what access fees are needed to cover actual and
resulting costs and to build in a cushion allowing for fee waivers in appropriate
instances. Whether profit isapart of thisanalysisor not isan individual agency or
jurisdictional question.

Some justice information systems operate as profit centers for the executive or
judicial branch. In some instances, funding for the information system may have
been secured by promising future revenuesto the state, local, or tribal government.
In other instances, agencies and jurisdictions have intentionally declined to make a
profit from public accessto records. Instill other jurisdictions, profits are checked
by statutory revenue limits. Agencies need to consider their cultural or legal
parameters, requirements, or prohibitionsin this area. Aswith the other parts of a
privacy policy, determining fee structuresrequiresinput of legidators, criminal justice
policymakers, practitioners, and information technology managers.
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Privacy impact of a public access to personally
identifiable justice information

A public accesspolicy considersimplicationsfor providing accessto nonpersonally
identifiablejusticeinformation, aswell as personally identifiableinformation. The
guestion of “privacy” (in additionto confidentiality) appliesto personally identifiable
information. A public accesspolicy, therefore, must consider the additional privacy
issuesinvolvedin alowing public accessto personaly identifiableinformation.

What is personally identifiable justice information? Simply stated, personally
identifiablejusticeinformation isinformation within thejustice system that islinked
toanindividua at thetimeof release or, through analysis, can belinkedto anindividua.
To beeffective, public access policy must consider the privacy implications of access
to personally identifiablejusticeinformation. Therefore, personaly identifiablejustice
information should undergo asecond level of analysisfrom apublic access perspective.
Itisimportant to notethat publicly accessible personal information may vary according
to specificjurisdictional law or policy.

Consider the following examples of publicly accessible, personally identifiable
information that may be contai ned within the justice system:

e Law enforcement: policereports, arrests, warrants, personally identifiable
or traceable neighborhood/city/county/state crime data and GI S data;*

e Jail: inmateinformation, pretrial information (scheduling, release);
e Prosecution: indictment/charging document;

e Court: pleadings, mations, hearing transcripts, trial exhibits, dispositions,
judge/attorney/juror information, bond information, protection orders;

e Corrections: inmateinformation, classification information, gang affiliation;

» Probation/parole: term of probation/parole, sex offender status, violent
offender status;

e Victims services: treatment providers, contact information;

» Traditional criminal history record information: some or al compiled
information available pursuant to state law; and

e Justice system employee: policies, employee evaluations, employment
histories, medical evaluations.

Asthe adage goes, “privacy for me, disclosure for everyone else.” Justice leaders,
however, must seek to apply privacy policy asfairly aspossible.** Todo so, leaders
must be aware of the various types of interactions individual s have with the justice
system and how personal information is collected and intended to be used in the
justice process.

4 Many law enforcement agencies use geospacial information systems to graphically organize
and display crimes to aid crime prevention and officer response. Other justice agencies also use GIS
technologies to “map” justice information to aid in information analysis.

% Not dl players are similarly situated in the justice system. For example, convicted felons may
forfeit some information privacy protections by virtue of their convictions. Witnesses and victims may
be afforded more privacy protections in comparison.
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Whose privacy interests may be affected by public access, and what
information is involved? Individuals who may have personal privacy interests
affected by justice information systems include victims, witnesses, jurors, law
enforcement officers, justice staff, plaintiffs, respondents, attorneys, judges,
defendants, offenders, families and associates of these persons, and anyone else
who comes in contact with the justice process.* The information involved is
information about the individuals collected or created in the justice process.

What are the privacy concerns associated with public access to personally
identifiable justice information? Today, it is common to hear or read about
individual s struggling to reconcil e the benefits of information accesswith the privacy
risks associated with participationin an information society. Thisconflict existsin
thejustice system aswell. Many of the privacy concerns associated with electronic
access to justice information parallel those being addressed in the e-commerce
context; i.e., thefear that detail ed, possibly erroneous, el ectronic profilesof individuas
will be created, bought, and sold on the e-highway to the detriment of theindividual.
Thistensionisheightened for individuals' interactionswith the criminal justice system
for a number of reasons.

For example, inits public safety function, the criminal justice system hasthe ability
toofficialy deny one'sliberty asaresult of theinformationit collects. Involvement
with the criminal justice system is usually without notice to or consent from the
individual involved.® Criminal justice records may contain an individual’s most
personal, tragic, and embarrassing information. Justice information can result in
restraining individual liberties when properly released and accurate and can cause
substantial injury tolibertiesif improperly released or inaccurate. And any involvement
with the criminal justice system can bring with it a“stigma,” unlike participationin
the commercial or social sector.

In the civil justice system, many of the same embarrassing or highly personal
informationiscollected and used in resolving life disputes, such asdivorce and child
custody, bankruptcy, employment grievances, and landlord/tenant disputes. Although
not the same as the criminal justice stigma, improper release of sensitive personal
information can havereal detrimental effectsonindividuals’ lives.

Therefore, the need to ensure public safety and protect individual privacy leantoward
limited public accessto personally identifiableinformation collected and maintained
in the justice system. However, despite the high sensitivity of justice information
and the uncertain social consequences of new information “access’ technologies,
the importance of maintaining a public justice system supports the presumption of
public access.

% It is important to note that personal information of some public servants falls outside strictly
personal privacy interests, such as public officials' reputations, personal information affecting the
performance of public duties, or data interpretation by the public or media.

4 See the Notice and Consent Principles discussed in the privacy design principles, Chapter
Three, supra. The ideas of “notice and consent” that underpin many commercial privacy policies differ in
the context of justice information, particularly criminal justice information.
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How do the privacy design principles support public
access to personally identifiable justice information?

As discussed in Chapter Three, the Organization for Economic Cooperation and
Development’s Fair Information Practices” set forth principles supporting privacy
in the collection, use, and disclosure of persona information. Their goals are
summarized asfollows:

Limiting the collection and use of personal information for the purposes
intended;

Ensuring information accuracy;
Establishing security safeguards,
Being open about the practices and policiesregarding personal information;

Allowing individuals accessto their personal information and the ability to
have it corrected; and

| dentifying persons accountable for adhering to these principles.

Each of these goal sisimportant to consider in devel oping policiesfor public access
to justice information and can be implemented through careful attention to
recommendations of the eight privacy design principles (Chapter Three). A summary
of the public accessimplications of the privacy design principlesisincluded below.
A review of the design principles in their entirety is recommended prior to (and
during) the development of aprivacy policy, described in Chapter Six.

L.

Purpose specification principle. The purpose for which personal
information is collected and used should be clearly articulated in writing
prior toinformation collection. Part of this purpose statement should address
disclosure of personal information to those outside the justice system; i.e.,
public access.

For example, an agency’s, or integrated system’s, statement of purpose
may statethat personal information collected within its scope of operations
may be subject to public disclosurein support of the presumption of public
access to the justice system. Such public disclosure is governed by
jurisdictional law, regulation, and public access policies of (the agency) or
(various agencies).

. Collection limitation principle. It isimportant for justice agencies to

recognizethat onceinformation iscollected, privacy and public accesspolicy
will affect how it ismaintained, used, and disseminated within and without
the justice system. It is critical that the presumption of public access be
considered when determining what to collect at various pointsin thejustice
process. Inother words, collecting information becauseyou can” or smply
because it is available, without a clear understanding of why the agency
requirestheinformation, can result in difficult use and public access policy
implementation. Once an agency hascollected information, itisresponsible
for its appropriate downstream use and dissemination.

47 See, http://www.oecd.org/dsti/sti/it/secur/prod/PRIV-EN.HTM#3.
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3. Data quality principle. As discussed in the data quality principle,
information should be as accurate, complete, current, and verified aspossible.
These information qualities normally assume that an individual knows
information has been collected and has some means of accessing the
information to ensureits accuracy. Because an individual may not receive
notice at the time information is collected by the justice system, agencies
should make best efforts to inform the data subject of the release of hisor
her justice information upon public dissemination of personal information.
Individual notification, however, may not be possible or practical for justice
agencies, for example, in the release of bulk data records or when records
have not been active and do not reflect current contact information.

An alternative to individual notification may be ageneral public education
and awareness campaign to inform the public at large of the agency’s or
integrated system’s purpose statement—Ietting the public know personal
information may be collected and eventually publicly released. Part of this
campaign should inform the public of how to access their own justice
information and provide processes for verification or correction.

Therelationship of dataquality to privacy and public accessisdiscussedin
Chapter Five.

4. Use limitation principle. Thefoundation of the use limitation principle
isthat information should be used only in conformity with the purpose for
whichit wascollected. Asthedesign principle notes, uselimitationismost
applicable where information is disseminated to those outside the justice
system; i.e., in a public access context. Subsequent use, referred to as
“secondary use” or “third-party use,” is an area of heated debate.

Some legitimate secondary use of justice information not for “justice
purposes’ is inherent in public access to the justice system. The public
does not seek information for the same reason justice agencies collected
theinformation. The public (individuals, profit/non-profit entities, media)
seeks information to monitor the operation of the justice system and to be
informed about their fellow citizens. Both of these uses are legitimate—as
in areview of jail inmate lists or court processes and decisions to be sure
the justice system is upholding constitutional protections, or areview of a
sexual predator database for safety of the community.*®

Justice leaders and individua citizens are troubled, however, about other
kinds of secondary use, such as commercia use of justice information,
especially bulk datasalesto information vendors or commercial marketing
firms. These issues are discussed in Chapter Five.

5. Security safeguards principle. Security safeguards are important to
protect all justice information from loss or unauthorized access. When the
information is personally identifiable, therisksfor unauthorized disclosure
are heightened for individuals, as well as the justice agency or integrated
system. Increased use of electronic technologies enabling remote public

% In many jurisdictions, public policy, through legislation, has dictated that the privacy interests
of sexual offenders is outweighed by the community’s need to be aware of their criminal history of sexual
offenses. In these jurisdictions, public access to this information to “be aware of who lives around you” is
deemed a legitimate secondary use of the justice record.
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access, such as the Internet, necessitates that justice agencies pay close
attention to security. Security breaches can result in information being
disseminated that is not intended to be publicly accessible information.
Therefore, security isakey component to theimplementation of any privacy
and public access policy. These issues are discussed in Chapter Five.

6. Openness principle. The openness principle maintains that there should
beageneral policy of opennesswith respect to the management of personal
information within the justice system; i.e., how it is collected, kept, and
used. Access to management practices of justice agencies, however, may
not be appropriate in some instances, such as during an investigation or
prosecution. Access in these events would be appropriate following the
conclusion of the particular case.

Access to substantive information collected, used, and maintained in a
justice agency or integrated system may be governed through the
categorization of nondiscloseable, discloseable, and publicly accessible
information explained in Chapter Six. The presumption of public accessis
the foundation upon which reasoned and deliberate decisions are made as
to what information may not be public. The openness principle suggests
that whereinformation is deemed publicly accessible, the public should be
placed on notice that the information exists and provided a “responsible
party” contact within the justice agency or integrated system.

7. Individual participation principle. The goal of the individual
participation principle as used in apublic access policy isclosely related to
the concepts of “notice” and opportunity to review and verify information.
Asdiscussed above, notice of collection, use, and dissemination of personal
justiceinformation should be provided to the public, whether givenindividually
or asagenera statement of policy. Thisnoticeisinstrumental tothepublic’s
opportunity to participate. Asdiscussed below, mitigating risk to the public
andrisk (liahility) tojustice agenciescallsfor mechanismsthrough whichto
allow verification and correction of information inaccuracies. Thistopicis
discussed further in Chapter Five.

8. Accountability principle. Theaccountability principleisthefinal principle
that gives effect to al the others. This is true in developing the overall
privacy policy or the public access component of a privacy policy. An
information steward* should be appointed to oversee privacy and public
access implications of the information system design. In the public access
arena, however, an additional public advocate may be necessary.

Asdiscussedintheindividua participation principle, the public must have a
justice-agency or integrated-system contact person to whom requests,
complaints, and questions can be directed. Although this public access
contact may not be responsible for the implementation of the public access
policy itself, he or she should be responsible for day-to-day interaction with
the public on privacy issues. Such acontact (or department) isthe privacy
customer service center for the justice agency or integrated system.

4 The concept of the “information steward” is discussed in detail in the privacy design principles
(principle 8) and in the privacy impact assessment. See Chapters Three and Seven.
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Chapter Five:

Public Access Implications of Data
Quality, Bulk Data, and Risk

The preceding chapter highlights general public access concepts, aswell as specific
issues associated with protecting public safety functions and public access to
personaly identifiable information. As noted, public access, public safety, and
information privacy interestsinherent in therelease of justiceinformation areintegral,
yet competing, parts of the agency’s or integrated system'’s public access policy.

Discussed in this chapter are general topicsrelating to public access policy that may
have specific consequences when considered in relation to personally identifiable
information.

Impact of Data Quality on Privacy and Public
Access

Justice agencies at all levels of government are working to improve the quality of
their information; i.e., improving the accuracy and completeness of data. 1n many
cases, dueto legacy systemsand legacy data, improving dataquality isan enormous
and expensive undertaking. The justice system is recognizing, however, that fast
access to imperfect data may be worse than no electronic accessto dataat al. The
public needs to understand this concept as well. Providing electronic access to
inaccurate justice information is not a public service; it is a public and personal
injustice. Indeveloping public accesspalicy, itisimportant that public accessdesire
not outrun an agency’s capability to deal effectively with privacy and data quality
issues.

Although data quality may not be a traditional privacy issue, it is specifically
enumerated in the privacy design principles (principle 3). In practice, the accuracy,
completeness, and currency of information connected to an individual raisesas many
concerns as the release of atype of information itself.

For example, if court dispositions are publicly accessible and searchable, once the
record is located, it makes a big difference if “guilty” is listed as the disposition
rather than “ not guilty.” Such an inaccuracy may be caused by releasing incorrectly

Purpose: to explore
the impact of data
quality on privacy
and public access,
to outline opposing
views on whether
bulk data should be
treated differently
from individual
record data, and to
suggest how to
minimize risk to the
public and justice
agencies arising
from public access
and privacy issues
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entered information, outdated information, or incompleteinformation. Asdiscussed
earlier, onceinformation isreleased publicly in éectronicform, itisnot easily controlled
or retrievable. Onceleaving itssource, it often cannot be easily corrected or updated.

There are procedures by which justice agencies can work to improve the quality of
their data. A method of ng and affecting data quality isavailable through the
privacy impact assessment (Chapter Seven). Methods by which justice agencies
can respond to individuals' requests for corrections to their information are also
addressed in the privacy impact assessment. Paired with data quality, data volume
isapublic accessissue. The pros and cons of releasing data in bulk is discussed
under “bulk data’ below.

In addition to the accuracy, currency, and completeness of the actual data, the quality
of the information is affected by the public’s ability to access meaningful pieces
efficiently. Justice agencies should seek to implement “privacy friendly” information
technologies; i.e., technologies that allow for electronic records storage, internal
use, and filtering. Although “filtering” information has negative connotationsfrom
an openness perspective, filtering out non-pertinent data provides the public with
access to desired information. Anyone who has used an Internet browser will
appreciate the ability of the technology to filter, categorize, and rank information.

Additionally, from ajustice agency or integrated system perspective, implementation
of afunctional public access policy may require advanced filtering capabilities. Not
all justice information will be deemed publicly accessible. Filtering can provide
information from records (including documents, datacompilations, and multimedia
files) that is appropriate under the policy, rather than denying electronic access to
thewhole record (document, compilation, or multimediafil€e) asamatter of course.
Whenimplementing thesetechnologies, it isimportant to adhereto the two-dimensional
concept of justiceinformation; i.e., accessibility must be determined at adata-el ement
level and within the context of thelarger record (document, compilation, multimedia
file).

Bulk Data and Public Access Policy

Theterm “bulk data” isused to describelarge amounts of information disseminated
at one time from an electronic information system. A colloquial term sometimes
used to describetheway bulk dataisprovidedis* datadump.” Bulk data, asdelivered,
may be indexed and organized, sometimes not.

The bulk data discussion relates to release of nonpersonally identifiable justice
information and to release of personally identifiablejusticeinformation. Generally,
the bulk data debate concerning release (or sale) of nonpersonally identifiable
information relates to whether the justice system should supply secondary users,
specifically commercial users, with a commodity—Ilarge quantities of information
that can be repackaged and resold. Although an interesting discussion, theissueis
one of profit and cost rather than privacy or public safety.

For purpose of thisdiscussion, the Guidelinefocuses on the more challenging debate
regarding privacy issues associated with individually identifiable records provided
by justice system agencies or integrated systems as bulk data. Also of concernis
unidentifiable bulk data that, through analysis, renders individually identifiable
information.
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The privacy issuesassociated with bulk dataare based inthe privacy design principles
of purpose specification and use limitation. These principles highlight the need to
address possible secondary, or third-party, uses of information collected for aspecified
justice purpose. At the pinnacle of the bulk data debateisthe sale or dissemination
of personally identifiable bulk datafor commercial purposes.

Differing views on bulk data

Should bulk data be treated differently than individual record data? Viewpointson
thistopic vary. Oneview isthat the nature of releasing large amounts of personally
identifiableinformation rai ses privacy concernsdueto the amount of data, thetiming
in which the data is released, the possibility for compounding inaccuracies, and
possibleinappropriate secondary use. For purposes of thisdiscussion, thisview is
referred to as the “bulk data opponent” view.

The other view is that the release of bulk data, itself, has no bearing on privacy
issues. Whereinformation ispublic, the release of one personally identifiable piece
of informationisno different that the rel ease of alarge number of pieces of personally
identifiableinformation. The secondary use of thisinformation isnot material, asit
has been deemed public, and is, thus, available for use as the public sees fit. For
purposes of this discussion, this view is referred to as the “bulk data proponent”
view.

Becausediffering viewsare strongly held by each group, neither viewpoint isadopted
by the authors of this Guideline. Both are articulated in the discussion below.

Bulk data opponents. Some groups or individuals have articulated concerns
relating to the release of bulk data due to the amount of personal information, the
timing in which it is released, and the analysis and secondary use capabilities not
contemplated or intended at the time the information was collected. Thesetheories
are discussed below.

According to onetheory, the rel ease of large quantities of justiceinformation at one
time increases the downstream, secondary availability of inaccurate data. As
discussed above, oncedataiselectronically released fromitssource, itisnot retrievable
or easily corrected. Itiscommonthat bulk datareleased to the public, especially the
commercial sector, onany given day remains“asis’ for thelife of that datainitsuse
by the person or company. Thelarger problemis created when bulk dataiscompiled
and sold by secondary users.

For example, on January 1, information reseller Company Q receives bulk data of
court dispositionsfrom Court R. Court R'srecordsare continually updated, eitherin
“real time” or on adaily basis. Company Q develops an Internet service to sell
court dispositions relating to individuals for $19.95. By January 2, Company Q's
dataisno longer as accurate aswhen it left Court R. By May 2, Company Q'sdata
may be doing more harm than good from a public-access perspective. Consider a
situation where a person’s name and identifier (social security number) was
erroneously connected to another person’s criminal record. This information was
sold to Company Q on January 1. Company Q sold it to lots of other people and
companies. On January 2, the mistakeis corrected at Court R. Company Q and all
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the other e-profilers may never know of it, and even if they do, may not be ableto
correct it. Possible? Yes, all too possible.®

One solution to the accuracy problem may beto alow Company Q to get abulk data
transfer on adaily basis, therefore guaranteeing the freshness of the data within 24
hours. However, this continual bulk datatransfer concept rai ses other problemsfor
justice agencies, specifically fiscal and operational issues. At the current time, even
the most advanced justice information systems do not allow for continual bulk data
transfers without impeding day-to-day system operation.

According to another theory, large quantities of records at onetimeincreasesanalysis
and unintended use possibilities. Dataanalysisisnot detrimental to personal privacy,
per se. It can be used beneficialy to show, for example, crime trends, treatment
effectiveness, and “at-risk” groups, and to support justice planning and budgets.
Analysis can have more personal consequences, however, depending upon who is
using the information and for what purpose.

For instance, the commercial sector can analyze court or correctionsdatato determine
which heads of households have been incarcerated and use this data to market
targeted services or products to the offenders families, such as security systems,
credit cards, and home equity loans. 1n another example, bulk datacould be anayzed
toisolate names of victimsor family members and do targeted marketing on services
or products. Picturearape victim being inundated by junk mail for stressrelievers,
women’smagazines, counseling, self-defense programs, athletic equipment, and even
gun stores. Sound a bit unpalatable? Unfortunately, it is not far from reality.s

Inaccuracies from unanticipated manipulation and analysis of bulk information is
also problematic. Secondary users are not always mindful of the original purpose
for which the information was collected and the “metadata’? that supports the
information. Such analysiscan result ininaccurate conclusionsregarding the persons
identified in the bulk data.

Bulk dataalso feedsthe development of “information profiles’ that are being talked
about in the context of e-commerce. Generaly, the publicisresisting the devel opment
of e-profileson their living habitsby commercial organizations. Bulk dataavailable
from the justice system can be used to supplement what was personal-choice
information with criminal or related justiceinformation.

For example, it may be quite easy for your employer or insurance company to obtain
your profilefrom an el ectronic information service showing that you shop at acertain
discount store, purchase ice cream and bacon every week, have three kids, pay
child support for two more, like action movies (especially the violent Rambo kind),
smoke, vacation at the lake, bought afishing boat, and were arrested for possession

%0 See Solen Identity: Could It Happen to You? (MSNBC television broadcast, April 18, 2000),
http://www.msnbc.com/news/397082.asp, described in Chapter Two. In this case, a man’s socia security
number was mistakenly attached to a convicted felon’s record. He lost his job, family, and home before
discovering the mistake and having it corrected at the local sheriff’s office. The data, having been sold to
a private information vendor, was not able to be corrected nationally. The damaging information could
reappear at any time.

51 To avoid this type of use, some states have statutes prohibiting the use of criminal justice
records for the solicitation of business. See; e.g., Colorado’s Criminal Justice Records Act, Section 22-72-
305.5.

52 Simply stated, metadata is information that describes the pieces of information—or
“information about information.”
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of marijuana 10 years ago. Do you sound like someone who might be a health or
employment risk? Does this profile provide an accurate picture about you? Who
decides what that picture means in terms of employability or insurability? Even
further, commercia information services are used by law enforcement agenciesfor
investigations.® The addition of justice information to e-profiles and their use by
law enforcement make the discussion even moreimportant in relation to individual
rightsand liberties.

Bulk data opponents argue that the majority of bulk data use isdriven by profit, not
responsible use of justice information. Companies can request one piece of
information at atime, but the value added by bulk dataisin receiving large quantities
of information in a single transaction. The sheer speed and ease in which large
guantities of information can be released, manipulated, and re-released compounds
theinherent dangersin potentially improper secondary uses of justice information.

Bulk data proponents. Bulk dataproponents argue that the dangers (highlighted
above) of commercia use, faulty analysis, and e-profiling remain aconcern, regardless
of therelease of onejusticerecord (or piece of information) or 10,000 justice records
(or pieces of information). Bulk data proponents note that any concerns about bulk
data should be focused on inaccuracies in the information, not the bulk release of
accurateinformation. Inaddition, the accuracy issueisonethat bears on the adequacy
of the underlying agency or integrated system, not as a privacy issue linked to
secondary use of the inaccurate information.

According to onetheory, the release of one piece of information isno different from
releasing 10,000 pieces of information. In a justice context, where personally
identifiableinformationisdeemed publicly accessible, dl of itisavailableto everyone.
It makes little difference whether the information is accessed one piece at atime or
in large quantities. The effect on an individua’s privacy interest from possible
inappropriate secondary use isthe same. Therefore, the response to the secondary
use concern should be to encourage legitimate secondary uses of bulk data, while
discouraging illegitimate usesthrough civil and criminal penalties.

According to another theory, bulk data concerns should be focused on the rel ease of
inaccurate data, not on the bulk release of accurate data. The danger in releasing
inaccurate datais essentially the samein releasing one piece of faulty dataor 10,000
pieces of information, some of which may be inaccurate. The releasing justice
agency or integrated system is responsible for correcting and assuring the accuracy
of al of itsinformation. Additionally, “staleness’ isnot abulk data concern but an
accuracy issue that isthe responsibility of the justice agency.

The moderates v. the purists. There are various strata of views by bulk data
opponents and proponents. Those who have moderate views in each camp suggest
that justi ce agencies should require an explanation of why the bulk datais requested
and how it will be used. This requesting processis not intended to limit bulk data
releases for purposes consistent with how and why the information was collected

5 The FBI routinely consults on-line databases to obtain public source information regarding
individuals, businesses, and organizations that are subjects of investigations. See, Statement of
Louis J. Freeh, Director of the Federal Bureau of Investigation before the Senate Commission on
Appropriations Subcommittee for the Departments of Commerce, Justice, and State, the Judiciary, and
Related Agencies, March 24, 1999.
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by the justice system, or in a public review purpose. The requesting process is to
prevent, to the extent possible, unintended effects from improper commercial,
academic, media, or privateindividual uses of the personally identifiableinformation.

Bulk data “purists’ in each camp, however, find this middle ground completely
unworkable. The basis for the disagreement with the middle ground is that the
release decision will become a subjective decision left to the whims of the justice
agency. Pure bulk data proponents view the requesting process as a mechanism to
refuse legitimate requests for bulk data. This is based on the belief that publicly
accessibleinformation should be available for any purpose, not to be limited by the
releasing agency or integrated system.

Pure bulk data opponents disagree with the requesting proceduresfor similar reasons,
noting that the possibility for misuse remainswhere applicants are not forthcoming
in revealing the true secondary uses for the information. In other words, the
proponents say they will be “required to lie” to get bulk data, and the opponents
presumethat the requestersarelyingto getit. Furthermore, neither group truststhe
judgment of the justice agency making the bulk datarelease decision.

Wheredo wego from here? Currently, many justice agencies and integrated systems
leaders are struggling to devel op workable bulk datapolicies. Ascan be seen from
the differing views, the bulk dataissue will be difficult to resolve. Asafirst step,
justice agencies should refer to jurisdictional law, regulation, and existing access
policiesfor guidance on thisissue. If no specific guidance is available, individual
justice policymakers will need to assess the varying bulk data concernsin light of
their responsibilities as public servants and the objectives of their privacy policies.

Minimizing Risks to the Public and Justice System

Public access and privacy issues give rise to risks for both the public and justice
system agencies. The public’s risks are injury from the release of inappropriate
justiceinformation, or theinability to access appropriate justiceinformation. From
justiceagencies pointsof view, therisksincludeinappropriately releasing information,
not rel easing information on request, or not proactively releasing information necessary
for public safety. Any of these situations could result in time-consuming and costly
law suits against the justice agency, as the public’s remedies are limited in many
instancesto those availablethrough civil litigation.

Mitigating risks through privacy policy

The best way to minimize agency risk isto implement privacy policy that embodies
deliberate and well-reasoned decisions of the justice agency or integrated system.
Idedlly, such policy will prevent inappropriate accessto information and subsequent
injury toindividuals. Itisinevitable, however, that any policy will haveitsflaws. An
agency can take several stepsto mitigate its liability when such events take place.

First, itisimperativethat any agency with aninformation system know the meaning
of its own data. In other words, an agency must be knowledgeable about the
information it collects, uses, shares, and maintainsinitssystems. It must recognize
the level of data accuracy and what may be revealed from analysis of the data. It
must be prepared to address whether analysis reflects the true nature of the data.
An agency must avoid being surprised by its own information.
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Second, agencies must support privacy policy internaly through fiscal resources
and education and training. Agencies should engagein regular independent reviews
through privacy impact assessments and information audits. All agency employees
should be trained on how privacy policieswork and why they are crucial to agency
operation.

Third, agencies can be proactive in dealing with the public. Agencies may want to
offer a “help” line where individuals can obtain assistance in accessing their
information, find out what the information really means, how to file complaints, and
what remedies may be availableto them. Agenciesmay also want to take aproactive
positionindealingwiththe publicintheformof “inquiry notification.” Thisconcept
is similar to that followed by credit-reporting agencies where after a number of
requests for an individual’s information (record) have been received over a set
period of time, the individual receives notice that his or her information has been
accessed. Thisnoticewould prompt concerned individual sto verify the accuracy of
their information and assist the agency inimproving the quality of itsinformation.

Findly, agenciescan research existing remediesthat are dternativesto civil litigation—
for example, whether state Freedom of Information policy covers a complaint, or
whether the Attorney General’s Office has mechanisms to address the complaint.
Agencies may want to institute their own administrative procedures for addressing
public complaints. For example, individual swith complaints about accuracy of their
information (record) may simply wish to have aforum inwhich their complaint can
be heard, a determination on a correction rendered, and some nominal restitution
made. In these forums, individuals and the agencies get timely results at much
reduced cost to both parties.

Minimizing risks through privacy- and security-
enhancing technologies

Privacy is often associated with security. While these terms are interrelated, it is
very important to remember that these are separate concepts.® An information
security policy isnot asubstitute for aprivacy policy; itisanimportant component of
the overall privacy plan.

Security policy can mitigate the risks that sensitive data will be accessed by
unauthorized individual s and assure that val uabl e information systemsare protected.
Information security has become of growing public concern as more and more
information about individualsisavailable el ectronicaly. Although persond information
may be properly accessible electronically, itswide availability may invite attacksto
gain access to nondiscloseable data held in these systems. For example, there has
alwaysbeen alingering fear that hackers might enter protected government systems
and download confidential information, such ascriminal intelligencedata. 1naddition,
agrowing phenomenon has emerged whereidentity thieves use the Internet to steal
information about private citizensfrom financial institutions, online stores, and even
from the home computers of the victims themselvesin order to commit crimes.

Various types of security devices are required to promote authorized access and to
prevent unwarranted access in paper and electronic information systems. There

% See Chapter Two for a discussion of privacy, confidentiality, and security.
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are human-driven security devices, such as biometric devices,* IDs, or passwords
that log or facilitate access to sensitive data or to physical facilities, and there are
system-driven security components, such as computer hardware and software.
Obvioudly, justi ce agencies maintaining paper-records systemswill focus on human-
driven security and security of physical space. As justice agencies move to
predominantly electronic systems, however, effective security policies must take
into consideration system-driven aswell ashuman security components. For purposes
of this discussion, the Guideline focuses on system-driven security components
intended to protect el ectronic justice information.

From a computer hardware perspective, security components such as routers,
hardware firewalls and secure network channel technology are all very common
ways to monitor who has access to systems and data, as well to create a secure
shell around the host system. Routers act as selective access points for packet
data,%® using certain protocols, to enter the system. Hardware firewalls,%” act as
barriers to the world outside the system. Hardware firewalls are normally
programmable and are useful in screening user-access at point of entry from a
network/Internet connection.

Secure network channel technology isnhow beginning to take hold in both the military
and justice communities. Thistechnology involvesadding aplatform® or platforms
at the entrance point(s) between secure and nonsecure networks. The intermediate
platform acts a screening mechanism, or sentry, for accessing the secure network,
by encoding datatransmitted through it. The sentry also eliminatesthe ability for a
hostile user to log directly into the server on the secure side of the channel from the
nonsecureside. All transactions must go through the network channel sentry. The
successful use of this technology facilitates the movement of data between such
networks where, in the past, they would have had to physically swap tapes or data
drives.

From a software perspective, there are many more means for making data secure
and maintaining privacy. At the heart of these software protectionsisthe notion that
encryption technology isavery good way to protect dataand should be used actively.
Examples of such software solutions are:

%5 These devices usually scan voice-print, fingerprint, or retina patterns to allow physical access.
New advances in this technology, such as the use of face-scanning technology and infrared temperature
imaging technologies are all in their relative infancy but may become quite commonplace in the near
future.

% Packet data means: Data (whatever it might be) is translated so that it can be sent in evenly-
sized hunks (packets) by FTP (File Transfer Protocol), from machine-to-machine or network-to-network.

57 A hardware firewall is an external unit that the network connection passes through. The
purpose of adding this hardware is to intercept hostile traffic from hostile places before such things get too
far into the network. It acts as a sentry, much like a router does, and tries to determine if an unknown
person is trying to enter the network from an unauthorized location or user-ID. Routers usualy search for
strange traffic coming from unauthorized machines outside the network, whereas a firewall is a little more
complex and is actualy trying to look at what data is arriving and from whom it is coming. The difference
between a hardware firewall and a software firewall is that the hardware version intercepts bad traffic from
bad places before it gets to the server and the rest of the network. A software firewall intercepts bad traffic
once it reaches the server or individual machines. Software firewalls are primarily used by home office users
and smaller companies who cannot, or choose not to, afford the hardware firewall.

% “Platform” is another way of saying computer. A platform can be a PC, server, or a
mainframe, or anything in between. The terms computer, platform, or machine can be used interchangeably
to describe the same thing.
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« Software firewalls. Protectsasystem or individual computer from being
attacked by an outside source through limiting the access to identified
sources.

e Anonymous browsers. Internet entry point designed to mask theidentity
of the user from the Web sites visited. Prevents information gathering by
refusing to accept or send “cookies’ from such sites. “Cookies’ contain
information about individual computers which could hold identifying
information about the user.

e Secure socket layer technology. Encrypts communication and
authenticates connectivity between two devices.

e E-mail shredding products. Permanently dispose of retrieved e-mail.

e« HTML filters. Block advertisements from being displayed and stop
unwanted cookies from being placed or retrieved on a computer.

e Wb encryption. Works similarly to secure socket-layer technology,
encrypting data passed between platforms.

e Disk encryption. Encrypts the contents of a hard drive, preventing the
contents from being accessed and read.

e Disk file erasing programs. Clean up hard drive space, leaving no trail
of the previous contents.

e Private key infrastructure. A conglomeration of encryption,
authentication, certificate authorities, and policy tools designed to secure a
specific set of linked platforms.

The evolution of security technology has no doubt enhanced the ability to protect
data from unauthorized access or public disclosure. This technology, athough its
purpose seems to be to keep data “in,” has alowed greater levels of appropriate
public access than ever before. For example, early in this information age, many
pieces of justice information that were normally accessible by going to a physical
location, such asacourthouse, became obtai nable viathe | nternet without any thought
to privacy or security implications.

Only recently have security access controls*® been placed on some information to
afford desired privacy protections. Security access controls are critical to the
implementation of asuccessful privacy policy. Security isaddressed in the privacy
design principles (principle 5) in Chapter Three and as a critical component of the
privacy impact assessment in Chapter Seven.

5 These security access controls include requiring users to create access accounts identifying
themselves to the host computer and forcing user information requests to come through router/firewall
access points.
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Chapter SIx:

Privacy Policy Drafting Template

Drafting privacy policy is a two-stage process, which presumes that each of the
privacy design principles (Chapter Three) has been carefully considered. Stage 1
involves analyzing each datael ement (such asaperson’sname, address, or income).
This stage consists of three major components, as noted immediately below. Stage
2 is use of adrafting template, designed to assist agencies in developing privacy
policies applicable both to interagency information sharing and to public access to
justice data.

Data Element Analysis

Thefirst stage in drafting privacy policy isanalysis of data elements (i.e., pieces of
information). Suchananaysis, inturn, involvesmapping information flow, determining
atributes of dataelements(e.g., their disclosure-rel ated sensitivity), and establishing
aprivacy baseline or presumption.

Mapping the information flow

Mapping theinformation flow isaway to identify decision pointsrelating to information
collection, use, and dissemination within an agency or an integrated justice system.
In many cases, this type of information flow-mapping has already been completed
by system developers, abeit not from a privacy perspective. To assess privacy
implications, the only addition to this previous mapping processisanalyzingwhat is
doneregarding information privacy at each of theinformation exchange points; i.e.,
the collection, access, use, and disclosure of personal information.

The information flow map is atool to go beyond the privacy design principles and
“drill down” into the information flow in an agency or integrated justice system.
Thistypeof analysisisnecessary to completing thischapter’s privacy policy template
and Chapter Seven’s privacy impact assessment.

The accompanying example data flow diagram (Figure 1) indicatesthefirst stepin
mapping the collection, use, and disclosure decision points of information flowsina
traditional criminal justice system context. Pleasenotethat thisisonly oneexample
of a data flow model. Agencies and the flow of information may differ from

Purpose: to provide
analysis tools for
agency and
integrated justice
systems, including
templates for
mapping data
flows, determining
data sensitivity,
and developing a
privacy and public
access policy
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jurisdictiontojurisdiction. Information flowsof aternativejustice processes, including
prevention and diversion programs, should be mapped in asimilar fashion.

M apping theinformation flow will also highlight the decision pointswheretheoriginal
information entered might change in the justice process. For example, an initial
charge might be made by law enforcement, then changed by the prosecutor, and
finally disposed of in court by apleato another offense. Ensuringintegrity (accuracy)
of theinformation within the various agency databases of an integrated justice system
providesthe foundation for responsibly using and disclosing personal information.

Once an information flow model is created for an agency system or an interagency
information exchange, the model can bereused. For example, an information flow
model for the criminal justice system may need only afew changesto be applicable
to the same playersin ajuvenile justice system. Theintroduction of social services
interacting with the court or the prosecutor’s office and the particulars of the post-
disposition organizationswould bethe key changes. Therest of the model could be
kept. However, the attributes of the pieces of information regarding the conditions
of use and disclosure of personal information would differ significantly. Therefore,
closeattention must be paid to determining the attributes of theinformationin different

justice system contexts.
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Determining the attributes—red, yellow, and green
information

At each mapped decision point, “attributes’ of each “piece of information” (i.e.,
data element, such as a person’sincome) must be determined. The attributes refer
tothe nature or sensitivity of theinformation that isbeing disclosed and the conditions
placed on theinformation regarding itscollection, use, dissemination, retention, and
expungement. Where attributes have not already been defined, policy decision
makersin each justice agency or integrated system should determine the attributes
for each dataelement asto itsuse and disclosure; i.e., who can accesstheinformation,
as well as when it can be accessed.

For example, awitness statement contains certain header information (the physical
characteristics that surround the witness statement, witness name, address). At an
appropriate time in the justice process, the header information and content can be
disclosed to the accused. The disclosure of thisinformation, however, is dependent
ontiminginthejustice process. Such informationwould not be disclosed precharge.
It might be disclosed during pretrial discovery. It would be disclosed at the time of
trial. Some or al of theinformation may be publicly accessible after trial.

To help determine how and when information is used, and with whom theinformation
may bedisclosed, it may beuseful to group “similarly sensitive” information in various
categories. For illustrative purposes, we will use atraffic light metaphor:

e Red-light information: not disclosed or only disclosed under extreme
circumstances.

e Yellow-light information: disclosed, but with caution and after full
consideration of the consequences.

e Green-light information: routinely disclosed.

Nondiscloseable (red) information isgenerally not disseminated outside the holding
agency or isdisseminated within thejustice system under strict conditionsor invery
limited circumstances. Examples of nondiscloseable information may be court-
sealed records, criminal intelligence information, and information in ongoing
investigations.

Discloseable (yellow) information is not always available to other agencies or the
public but may be released upon abalancing of justice agency interests or on agency
review of aspecific request for an authorized purpose, such asanindividual’srequest
to seehisor her owninformation or anonjustice organi zation’sor individual’ srequest
for an authorized purpose. Examplesinclude personally identifiable justice record
information between agencies or public requests for criminal records checks for
noncriminal justice purposes(i.e., employment background checks), juvenilerecords
requests, and criminal history information (where permitted by state law).

Publicly accessible (green) information is by law or tradition available to justice
agencies or peopleor organizationsupon general request. Some publicly available
information is related to the justice process. For example, crime statistics, agency
operational data, or public service announcements. Other publicly accessible
informationis* substantive,” relating to people, cases, and events, such asthe“justice
record.” Even though green information is the most freely accessible justice
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information, itsdisclosure should still beweighed against individual privacy interests
and public safety interests.®

These classifications should be applied to each piece of information asit is collected,
used by agencies, and disclosed throughout the justice system, as well as when
information is considered for disclosure outside the justice system; e.g., between
law enforcement and educational agencies, or the courts and the public.

For example, consider a data element such as the income of an arrestee. The
information flow map(s) would help identify to whom that information would be
disclosed within the justice system, and if, where, and when it could be disclosed to
thepublic. Thefollowing seriesof questionsare designed to assessthe data element
attribute (sensitivity). Inanswering each of the queries, it isimportant to consider
the type of information (what isit), its context, and when it will be shared (when, or
at what point, inthejustice process might the holder of theinformation contemplate
its release to another agency or the public).

1. Isthedataelement personaly identifiableinformation? If no, goto#5. If yes,
go to #2.

2. Do the interests of public disclosure outweigh the agency’s interest in
nondisclosure? If yes, theinformation is discloseable within the justice system
(vellow). To determine public access, go to #4. If no, go to #3.

3. Dotheinterestsof thereceiving agency outweigh the giving agency’sinterestin
nondisclosure? If yes, theinformation is discloseable within the justice system
(yellow). To determine public access, go to #4. If no, the information is not
disclosed (red).

4. Do the privacy interests of the individual outweigh the public’s interest in
disclosure? If yes, then theinformation isnot publicly disclosed. If no, then go
to #6.

5. Does the interest of public safety outweigh a justice agency’s interest in
interagency disclosure? If yes, theinformation isnot disclosed (red). If no, go
to #6.

6. Doestheinterest of public safety or an agency’s justice mandate outweigh the
public’sinterest in disclosure? If yes, theinformationisnot publicly disclosed.
If no, theinformationis publicly disclosed (green).

In the above example, presume that the analysis finds that the arrestee’sincome is
discloseable within the justice system but not publicly accessible. In determining
exactly how the income of the arrestee is disclosed within the justice system,
policymakers must al so determine who should have accessto thispiece of information
within the receiving agency. For example, adisclosure rule could be that personal
financial information is restricted to access by pretrial personnel and judges to
determine applicability for indigent defense services, but not accessible by other
court staff. In this case, after assessing the “receiving agency’s interest” and
determining that disclosure is appropriate to the court, additional conditions are
attached to the data element, limiting disclosure within that agency. Before the
court passes on the information, it would do the same analysis, determining type,

% See Chapters Four and Five for a full discussion of balancing these interests.
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context, and timing asit relatesto theincome of the arrestee (who isnow possibly a
defendant) before it is shared.

Very careful data analysis must be done with regard to public disclosure of
information. For example, another piece of “yellow” information may be the name,
birth date, sex, and race of theindividual. Withinthejustice system, these pieces of
information are ordinarily standard identifiersand probably would be shared agency
to agency. However, in determining public access, they must be considered in the
context in which they appear. After the balancing test ininquiry number 2 above, it
may be determined that these identifiers are not routinely released to the public in
their context.® Therefore, although they might be routinely shared within thejustice
system, they are not always shared with the public.

Even when an agency determines that such information can be released to the
public, one final test must be applied: Will the release impede a public safety or
other justice function? The balancing of public, justice, and individual interestsis
discussed in detail in Chapters Four and Five.

Establishing a baseline

Often, a preferred default policy of privacy practitioners is the presumption of
nondisclosurefor all information unless certain conditions are met. Thisappliesthe
most protective privacy policy, the“red light” attribute, to al information, allowing
certain piecesto be released only if disclosure conditions are met.

In many jurisdictions, the presumption baselineisfor public access. This approach
allowsdisclosure of al data, unlesstagged to indicate that rel ease requires ahigher
dissemination threshold. Thisappliesthe“green light” attribute to all information,
allowing nondisclosure of certain identified piecesor typesof information.

Pursuant to the First Amendment, the preferred presumption ispublic access. Various
state statutes and regulations may contravene this position relating to justice
information. Therefore, jurisdictions and agencies must determine for themselves
which approach provides workabl e, appropriate privacy protection, while allowing
for system functionality.

Drafting a Privacy Policy Through Use of the
Template

Asnoted previoudly, ajusticeinformation privacy policy should consider information
exchanges between traditional justice system agencies, as well as with the public
(including nontraditional justice agencies, individuals, and the media).

When an agency or integrated system is ready to begin using the privacy policy
template, it should have a genera idea of its overal privacy policy objectives.
Therefore, at this time, the policy drafters have considered each of the privacy
design principles (Chapter Three). They have determined what information is
collected, maintained, and they have mapped the data flow within their agency or
within an integrated justice system. They recognize that some of the information

61 See the template in Chapter Six for assistance on developing public access policy for these
types of disclosures.

Section 111: Drafting Privacy Policy

65



Justice Information Privacy Guideline

will not be nondiscloseabl e (red), somewill be subject to limited disclosure (yellow),
and some will be publicly accessible (green).

The discussions above focus on issues and factors that should be considered when
answering template questions. The purpose of thetemplateisto assist in developing
acomplete privacy policy that accountsfor interagency information sharing, aswell
as public accesstojusticeinformation. The template questionsdevel op the general
scope and goal of the policy, identify classifications of information for interagency
sharing, and determine public access to justice information generally, with specific
guestionsrelating to public accessto personally identifiableinformation.

Thetemplateisintended for general use by avariety of justice agencies. Theoretical
policy examplesare given from various justice agency viewpoints, and some actual
policies are quoted, but each section does not address every justice viewpoint.
(Smilar issues relate to public access to proprietary commercial or association
information. It is the position of the drafters of the Guideline that commercial
interests have sufficient remedies to protect trade secrets, such as requesting
that certain court information be sealed, or filing suit for damages. Therefore,
a detailed discussion of these issues does not appear in the template.)

Thetheoretical and actual examplesarenot intended to be“recommended” language
for users of this Guideline. Practitioners are urged to use these examples to guide
the development of their own privacy policiesandto carefully consider limitations or
opportunitiesfor interagency information sharing or public access depending upon
the nature of their justice mandate. Practitioners are encouraged to start with a
“presumption of disclosure” and consider specific conditionsand consequencesthat
may limit interagency sharing or public accessto their system information.

The policy design template below, consisting of Parts A — F, is intended to help
justice leaders and managers to articulate the goals of an agency’s or integrated
system’s privacy policy; identify with whom they shareinformation, including their
“public”; determinewhat information is nondiscloseabl e, discloseable, and publicly
accessible; and decidetheway inwhichinformation will bedelivered to other justice
agencies and the public.

Template Part A: Developing a purpose statement

The purpose statement is a broad statement of principles describing the balance of
the justice agency mandate, the need for information sharing, the privacy interests
the agency seeks to protect, and the need for public access.

1. What isthe purpose of your information system?

2. Doyour information collection practices mirror your system’s purpose?
3. What are you trying to achieve through interagency information sharing?
4. What are you trying to achieve through public access?
5

Are there limits to interagency sharing or public access provided by
jurisdictional lawsor guidelines?

6. Isinteragency sharing or public access to certain information required by
jurisdictional lawsor guidelines?

7. How doesthis privacy policy serve to reconcile any competing interests?
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Thefollowing isahypothetical example of a court-related goal's statement:

(a) Satement of Interagency Information Sharing Policy. [ Example Court A]
receives, collects, uses, maintains, and disseminates information relating to
criminal and civil actions within its jurisdiction. This information may be
personally identifiable. The information is received, collected, used, maintained,
and disseminated by [ Example Court A] for the purpose of processing judicial
actions. [Example Court A] may not disseminate information to another justice
system agency for a purpose other than a legitimate justice system function.
Certain information is provided to the public, pursuant to the public access
policy in (b) below.

Thefollowing example goals statement isactual policy asexpressed in ldaho Court
Administrative Rules, Rule 32:5

(b) Satement of Public Access Policy. The public has a right to examine,
inspect and copy the judicial department’s declaration of law and public policy
and to examine, inspect and copy the records of all proceedings open to the
public. However, certain kinds of detailed factual inquiries (particularly those
involving children, or whose disclosure might endanger or lead to the
harassment, embarrassment or humiliation of innocents) have traditionally
been exempt from disclosure to the public and will continue to be. This rule
reconciles these competing policies by providing for the public’s access to the
former records while categorically preserving the confidentiality of certain
kinds of proceedings; it further recognizes that in cases ordinarily open to the
public there may nevertheless be instances in which the disclosure of certain
records would endanger innocents, invade privacy, defame, humiliate or
ridicule innocent individuals, disclose proprietary business records or trade
secrets, or otherwise inappropriately make public certain private facts. This
rule provides for exemption from disclosures in certain categories of cases
and preserves the court’s flexibility to make appropriate exceptions from
disclosure in other circumstances.

Template Part B: Determining the scope of your
policy

The scope of the privacy policy sets out the framework of interests to be protected
under the goal's statement and how the policy will be enforced.

1. Who, what, where, when? Who isrequesting? What isthe type of information
being requested? Whereisthe request coming from—another justice agency?
The public? Isit electronic, written, in person? When in the justice processis
the request made? Does the timing of the request change the classification of
theinformation (red, yellow, green)?

2. Whoisresponsible for the policy? Which individual or group of individualsis
responsible for drafting the policy? Which individual or group of individuals
oversees the administration of the privacy policy? |s there an individual or
group of individual sassigned to administer the public access portion of the policy?

% This example is drawn from Lawrence P. Webster, “Caught in Converging Technologies: The
Modern Court Administrator and the Privacy/Access/Security Conundrum,” faculty article, Sixth National
Court Technology Conference (CTC6), Sept. 1999.
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3. What is the process for modifying/enforcing policy? What is the method to
protest operation of the policy (complaint mechanism) for other justice agencies?
For the public?

The following is a hypothetical example of a scope-of-policy statement for a law
enforcement agency:

This policy applies to all requests for information maintained by the [Example
Police Department], including statistical data derived therefrom. This policy
also applies to the design and operation of any interagency information sharing
system. This policy applies to case information, as well as administrative and
internal business process information of the [ Example Police Department].

This policy contains provisions for public access. These provisions apply to
all personal, written, or electronic requests to access or obtain copies of any
paper documents, audiotape, videotape, microfilm, computer or electronic-
based record maintained by the [ Example Police Department], except for
requests initiated by authorized justice agency personnel.®

This policy is administered by the [Information Seward] for [Example Police
Department]. Public access policies are administered by the Privacy
Ombudsman located in the Office of the Information Seward. Any questions
or concerns regarding requests for information should be directed to this office.

The scope-of-policy statement of the Washington State Courts follows:®

I. Authority and Scope

A. These policies govern the release of information in the Judicial Information
System (JIS) and are promulgated by the JIS Committee, pursuant to JISCR
12 and 15(d). They apply to all requests for computer-based court
information subject to JISCR 15.

1. These policies are to be administered in the context of the requirement
of Article I, 810 of the Constitution of the Sate of Washington that
“Justice in all cases shall be administered openly and without
unnecessary delay,” as well as the privacy protections of Article I, §7.

2. These policies do not apply to requests initiated by or with the consent
of the Administrator for the Courts for the purpose of answering a
request vital to the internal business of the courts. See JISCR 15(a).

Template Part C. Determining how information is
verified, maintained, and corrected

The verification and correction statement describes how the agency or integrated
system ensures data quality. Data quality is an important aspect of privacy and
public accesspalicy. Asdescribed inthe privacy design principles, privacy protections
includealowing for verification and correction of individuals information. Thismay

8 Authorized justice agency personnel includes law enforcement officers, prosecutors, defense
counsel, court personnel, and pretrial, probation, and parole officers operating as in their daily justice
system capacities, and other organizations specifically designated by [Example Police Department].

54 See the entire Washington State Courts data dissemination policy in Appendix D or at
www.courts.wa.gov/datadis/policy.cfm.

Section 111: Drafting Privacy Policy

68



Justice Information Privacy Guideline

be donethrough internal cross-referencing or through individual or proxy accessto
the information. Data quality is integral to public access policy by ensuring that
information released to the public is accurate, complete, and up-to-date.

1. What methods are in place to assure data quality?

2. Doesthe system perform internal verification of data?

3. Doesthe system allow an individual to access his/her personal information?
4

Does the system provide a correction process? What is the standard for
determining accuracy of data? What is the standard for allowing data
modification?

5. Doesthe system require other information sources (agencies) to guarantee the
quality of their data?

6. Inanintegrated system, who is ultimately responsible for data quality? The
collecting agency? Thereceiving agency? The distributing agency?

Thefollowing isahypothetical example of adataquality statement for a probation
department:

[ Example Probation Department] receives information from a variety of sources,
including [clients, X court, prosecutor’s office, defense counsel, law
enforcement agency]. [Example Probation Department] strives to provide
accurate, current, and verified information to other justice agencies and the
public.

Information received by [ Example Probation Department] from individuals
and other government agencies is cross-referenced and verified to the best
possible extent by [ Example Probation Department] staff. Access to individual
information may be provided pursuant to the access statement below. Data
errors or inaccuracies are flagged in the system, and an information correction
evaluation is conducted within 24 hours of detection. The correction evaluation
is performed by the Office of the Information Seward (data management section)
according to stated procedures. No information flagged as possibly erroneous
is disseminated by [ Example Probation Department] until the error is resolved.

Template Part D: Deciding who gets access

The access statement identifies the classification of information and which justice
agencies have accessto theinformation. The access statement also identifieswho
may gain accessto information under the“ publicly accessible”’ category. A number
of privacy design principles should be considered in constructing this section of the
policy. For example, the uselimitation principle, the security principle, the openness
principle, and theindividual participation principle.

1. Who are your justice partners? From whom do you receive information? To
whom do you giveinformation?

2. Whoisyour public—individuals, privateindustry, media, scientific and academic
organizations, and other government agencies?
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The following is a hypothetical example of an access statement for an integrated
justice system:

This policy governs dissemination of information to justice system agencies in
[jurisdiction Y] [agencies X,y,z,...]. This policy also governs individual, for-
profit and nonprofit corporate, media, scientific and academic, and nonjustice
government agency requests for information. Information maintained by
[ Example Corrections Agency] is provided to [Example Court A] pursuant to
state law. Information maintained by [Example Corrections Agency] is
accessible to the public by request, subject to the limitations set forth below.

Template Part E: Deciding what information can be
accessed by whom

The information access statement describes types of information, if and whenitis
disseminated within thejustice system, and if and when it becomespublicly accessible.
An access statement balancesjustice, individual, and publicinterests. Thebaancing
of interest requires adetailed look at the “who, what, where, and when,” described
in Template Part B above.

Different levels of access must be addressed for information sharing within the
justice system and with the public. For example, when an agency determinesthat it
will release information to another justice agency, some of the information may be
personaly identifiable, somemay not. Inaprivacy context, the personally identifiable
information requires additional analysis to determine whether access should be
restricted at the receiving agency. |f so, the receiving agency should establish
access protocol slimiting accessto personally identifiableinformation as appropriate.
For example, ajail record may contain a defendant’s HIV status. When the jail
shares the custody record with pretrial services (part of the court system), the
court’s system may limit access to only the pretrial services officer and close that
data as to general access by the clerk’s office.

Similarly, apublic access policy balancesthe public’s need to know with thejustice
system’s public safety interest. In aprivacy context, additional analysis should be
donewith respect to personally identifiableinformation: for example, apublic access
policy may release al court proceedings. Within the court proceeding information,
however, specific pieces of personally identifiableinformation may beredacted under
the policy, such as victims names and addresses.

1. What information does your agency have, in broad, general terms (i.e.,
administrative, justicerecord)? Inwhat formisinformation available (electronic,
paper, or both)? Doesthisinformation contain persondly identifiableinformation?

2. Aretherejurisdictionally specific laws, regulations, or existing policiesthat set
out limits or requirements for interagency sharing of the information? If so,
what arethey? Aretherejurisdictionally specific laws, regulations, or existing
policiesthat set out limitsor requirementsfor public accesstojusticeinformation?
If so, what are they?

3. What information has been shared with other justice agencies traditionally?
Doesthisinclude personally identifiableinformation? What information areyou
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currently releasing to other justice agenciesthat isin paper format? In electronic
format? Doesthisinformation contain personally identifiableinformation?

4. What information has been rel eased to the public traditionaly? Doesthisinclude
personaly identifiableinformation? What information areyou currently releasing
tothe publicthat isin paper format?In electronic format? Doesthisinformation
contain personally identifiableinformation?

5. Areyoureleasinginformationin bulk to the public? Doesthisinformation contain
personally identifiableinformation?

Thefollowing questions pertain to interagency information sharing.

6. Applyingjurisdictional law, regulation, and the presumption of disclosure, isthere
information that your agency does not share with other justice system agencies?
Why?

» Isthere potentia for significantly impeding ajustice or public safety
function of your agency if other agencies have access to this justice
information? If thereispotential for significantly impeding afunction, is
the information discloseable (limited access) or nondiscloseable? Is
timing of therel ease determinative of the accessibility of thisinformation
(e.g., investigative information, search warrants, court records)?®

» Does your system contain personally identifiable information about
victims, withesses, jurors, juveniles, domestic rel ations matters, medical
records, tax or financial records, subject’s relatives or associates, or
justice system empl oyees?

» Haveyou considered whether any of the foregoing types of personally
identifiable information in the context in which it appears may or may
not be shared with other justice agencies? |s there a potential for
individual harmin sharing the personally identifiableinformation? Isthe
use of theinformationin other justice agencies cons stent with the purpose
for which your agency received or collected the information?

7. Ifthereispotential for individual harm, isthere away to mitigate potential harm
through use and subsequent dissemination limitations? If there is potential for
individual harm, are portionsof records (documents, multimediafiles) discloseable
after performing redaction/extraction or filtering?

8. Doesyour agency actually do redaction/extraction or filtering? If so, how? Are
redaction/extraction or filtering processes built into your information system
(whether manual or electronic)?

9. Are there rea costs in implementing privacy protection considerations for
interagency sharing? Are the data protections requested in existence, or will
they need to be designed and implemented? |Isthere potential for substantially
disrupting internal agency processesin providing the privacy protections? Can
this be mitigated? Can your agency make interagency sharing technically and
culturally compliant with privacy laws, rules, and policy? How?

% For example, information in an ongoing investigative file may not be shared by non-law
enforcement agencies if requested during the investigation. Upon completion of the investigation; i.e.,
when access will not impede a significant law enforcement purpose, the information may become accessible
by other justice agencies.
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Thefollowing queries pertain to public access.

10. Applyingjurisdictional law, regulation, and the presumption of public access, is
part of your justiceinformation not publicly accessible?

» Isthere potentia for significantly impeding ajustice or public safety
function of your agency by public accessto thisjusticeinformation? If
thereispotentia for significantly impeding afunction, istheinformation
discloseable (limited access) or nondiscloseable? Istiming of the request
determinative of the accessibility of theinformation (e.g., investigative
information, search warrants, court records)? For example, information
about an ongoing investigative file may not be publicly accessible if
requested at that time. Upon completion of theinvestigation; i.e., when
access will not impede a significant law enforcement purpose, the
information may become publicly accessible.

» Does your system contain personally identifiable information about
victims, withesses, jurors, juveniles, domestic rel ations matters, medical
records, tax or financial records, subject’s relatives or associates, or
justice system empl oyees?

* Haveyou considered whether any of the foregoing types of personally
identifiable information in the context in which it appears may or may
not be publicly accessible? |sthere apotential for individual harmin
publicly releasing the personally identifiable information? If thereis
potential individual harm, does the need to support public accessto the
justice system outweigh the potential harm? If there is a need for
public access, isthere potential to significantly impedean agency’spublic
safety function by releasing theinformation? If personally identifiable
informationisnot publicly accessible, isit discloseable (limited access)
or nondiscloseable?

11. Are portions of records (documents, multimedia files) publicly accessible by
performing redaction/extraction or filtering?

12. Doesyour agency actually do redaction/extraction or filtering for public access?
If so, how? Are redaction/extraction or filtering processes built into your
information system (whether manual or electronic)?

13. Aretherereal costsin providing the publicly accessibleinformation? |sthe data
format requested in existence, or will it need to be prepared? Isthisarecurring
request—similar to others submitted in the past? |sthe request an intention to
harass or interfere with agency operations? |sthere potential for substantially
disrupting internal agency processesin providing theinformation? If your agency
encounters difficulty in providing public access, can your agency make
accessibility technically and culturally compliant with public accesslaws, rules,
and policy? How?

Below isahypothetical example of aninformation access statement for acorrections
agency:

[ Example Corrections Agency] maintains information relating to the operation
of the agency and inmates and cases under its jurisdiction. Inmate and case
information maintained by this agency is shared with [ specific justice agencies]
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pursuant to an agreed purpose for collection and consistent use of the
information.

Information is publicly available upon request, subject to the following
exclusions: information that would endanger innocents-defame, humiliate or
ridicule innocent individuals, disclose proprietary business records or trade
secrets, or otherwise inappropriately make public certain private facts;, medical
or psychological records of inmates; information regarding personal affairs
or medical records of [Correction Agency] employees; information protected
as nondiscloseable by law or regulation, or as directed by a court; information
that may impede a public safety function of this agency if released, either due
to content or timing of release.

Information requested by a member of the public in bulk is subject to bulk
data disclosure policies of this [Agency] [jurisdiction]. According to these
policies, this [ Agency][jurisdiction] requires that an individual or organization
making a bulk data request submit the purpose for which the information is
requested; a statement describing the intended secondary use of the information
(if no secondary use is contemplated, so state); and a statement of indemnity
(a form provided) releasing the [Agency] from liability for secondary use
disclosures or inaccuracies.

See Appendix D for the access statement of Washington State Courts.

Template Part F. Deciding the method of access

The method-of-access statement describes the ways in which other agencies or the
public can request and receivejusticeinformation. The devel opment of this statement
should be carefully tailored to account for existing agency access capabilities and
resources. The method-of-access statement should not be used to “implement”
privacy policy—i.e., by providing defacto protectionsin offering only paper-records
access Where electronic access is available. Rather, the statement should reflect
the agency’s best attempt to deliver “yellow or green” information to other justice
agencies and the public. Careful consideration should be given to providing equal
access according to the public’s ability to use electronic or other means of access,
including accessfor the disabled under the Americanswith DisabilitiesAct (ADA).

1. What technologies do you have (paper, telephonic, electronic)?
2. Whereisyour information located predominantly?

3. What are your information storage and management goals? (Are you moving
toward a paperless system?)

4. What methods of access are available? Are justice agency requesters being
treated uniformly? Are public requeststreated uniformly? Arevarying methods
of access to the same information available, including paper, telephone, and
electronic? Do your methods of access account for varying levels of justice
agencies electronic capabilities? The public’selectronic capability? Haveyou
considered appropriate means of accessunder theADA? Arealternative access
methods available by request?
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5. What are your operational and cost limitations? Are there processing/fiscal
limits on the amount of justice agency or public access afforded by your system
(electronic or manual)?

6. What information quality/accuracy can be assured from the various methods of
access?

7. Do you charge access fees? If so, what is your fee structure? Does this
structure reflect athoughtful cost analysis, balancing the need for interagency
sharing or public access with real costs? Do you intend to make a profit on
interagency sharing? If so, areyou? If not, are you? Do you intend to make a
profit on public access? If so, are you? If not, are you?

Below is a hypothetical example of a method-of-access statement for a court:

[Example Court]’'s goal is to provide justice agencies in [jurisdiction or
jurisdictions] with efficient and timely access to information necessary to the
day-to-day operation of their agencies. Electronic, telephonic, and paper
access will be determined through interagency agreements. [ Example Court]
is striving to move toward a fully automated information records system.
Therefore, sharing agreements will focus on utilizing the most advanced
information sharing capabilities of the agencies involved.

[Example Court] also strives to provide the public with efficient and timely
access to public record information. \We offer paper copy and/or electronic
information system access to public records, depending upon the method by
which our agency currently maintains the information.

Electronic information systems access is available for all information requests
for records dating from 1995 to the present. For information requests prior to
1995, electronic access may not yet be available. In these instances, [Example
Court] will seek to process your information requests as quickly as possible,
pursuant to our paper records access policy.®

Electronic access to public records is available through our Web site at
WwWw.courtrecordsaccess.org, or at computer terminals located in the clerk’s
office. If you are unable to access our electronic records through the Internet
or an access terminal, these records are available by written request, pursuant
to our paper records access policy.

Records access fees are charged for both electronic and paper access.

% Denoting a “paper records access policy” is simply an attempt to highlight that there may be
differing response times and fees for actual paper copy requests. This is not a determination that
information will be treated differently in a paper request.
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Section IV

Privacy Policy Assessment, Education,
and Training
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Chapter Seven:

Privacy Impact Assessment for Justice
Information Systems

A Privacy Impact Assessment (PIA) isaprocess used to eval uate privacy implications
of information systems. Anagency or integrated system may use a Pl A toimplement
and assess the effect of its privacy policy.

Getting Started on a PIA

Discussed here are the benefits, components, and goals of aPIA. The importance
of assessing privacy risksis also stressed.

What are the benefits and components of a PIA?

PIAsprovide anumber of benefitsto justice agenciesthat include enhancing policy
decision-making and system design, anticipating the public’s possible privacy
concerns, and generating confidence that privacy policies are being considered in
the devel opment and implementation of singleagency or integrated justiceinformation
systems.

ThePIA processdescribed in this chapter isdesigned to guide state, local, and tribal
justice agencies in assessing privacy throughout the early stages of justice system
development, aswell asassessing privacy risksof their existing operational systems.
The process consists of using an information flow map, applying a set of privacy
guestionsto theinformation flow, identifying risks, and devel oping asolution to these
privacy risks.

A PIA has three components:

1. A map of theinformation flows associated with the justice agency’s, or the
integrated system’s, business activity to determineinformation decision points
and privacy vulnerabilities.®”

2. A privacy analysis of the information flow that examines whether agreed-
upon privacy policiesare adhered to, whether thereistechnical compliance

5 This is essentially the same information flow map as discussed in Chapter Six.

Purpose: to explain
the importance and
process of
undertaking a
privacy impact
assessment (PIA)
for single agency
and integrated
justice information
systems, and to
provide templates
for doing single
agency and
integrated justice
system impact
assessments
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with ajurisdiction’sstatutory or regulatory privacy requirements, and whether
these policies and laws are affording the desired privacy protection.

An analysis of privacy issues raised by the system review, including arisk
assessment and a discussion of the options available for mitigating any
identified risks.

What are the objectives and goals of a justice system
PIA?

Theobjectiveof thePIA isto hel pjustice practitionersidentify and addressinformation
privacy when planning, devel oping, implementing, and operating individual agency
and integrated justice information systems. PIA goalsinclude:

Providing senior justice leaders with the tools necessary to make fully-
informed policy and system design or procurement decisions based on an
understanding of privacy risk and of the optionsavailablefor mitigating that
risk.

Ensuring accountability for privacy issuesis clearly incorporated into the
role of the justice system project managers and sponsors.

Ensuring that thereisaconsistent format and structured processfor analyzing
both technical andlegal compliancewith applicable privacy law and regulation,
aswell as accepted privacy policy.

Providing basic documentation on the flow of personal information within
thejustice systemsfor use and review by policy and program staff, systems
analysts, and security analysts, and as the basis for the following: public
response and comment; adequate notice and consent statements (where
applicable) for the accused, victims, witnesses, jurors, and their families;
structuring legidlative amendments, contract specifications and penalties,
partnership agreements, and monitoring and enforcement mechanisms; post-
implementation verification and periodic reviews and audits.

Providing amethodology that ensures the best possible implementation of
privacy protections at the start-up of justice information systems.

Identifying remedia stepsnecessary toimproveprivacy protectionin existing
operational justiceinformation systems.

When is a PIA needed?

Relevance. A PIA is relevant when justice agencies are developing or currently
operating information management systems or integrated information systems that
involvethe collection, access, use, or dissemination of personal information.

Examples of information systems' initiativesthat may requireaPl A include:

Creation, modification, or annual review of databases containing personal
information, particularly wheretheinformation is sensitive or the database
includesinformation about asignificant number of people.

Section IV: Privacy Policy Assessment, Education, and Training

77



Justice Information Privacy Guideline

»  Development of identification and authentication tools, especially thosefor
multipurpose identifiers (e.g., state identification numbers “SIDs”) or
biometrics.

» Development and implementation of system integration policy and
technologiesthat promoteinteragency justice information access or sharing
between law enforcement, prosecution, defense, courts, corrections,
probation, and parole.

» Development and implementation of system integration policy and
technol ogiesthat promote interagency justice information access or sharing,
including juvenilejustice, family courts, probate courts, general civil courts,
and affiliated agencies, such as health, social services, education, and
transportation.

» Development and implementation of electronic public access policy and
technologies.

Timing. Idealy, aPIA should beinitiated at the early stages of system devel opment
and integration planning. Privacy must be considered in the concept and system
definition stages and continue through analyzing the system requirements and making
decisions about data usage and system design.

The Pl A isbest approached as an evolving document, moving from general application
of privacy policy at the concept stage to detailed assessment of these policies at the
system development and acquisition stages. Itisimperativeto recognizethat aPIA
is not a “one-time” procedure for justice agencies or integrated systems. PIAsS
should be done at various times from planning through implementation and should
become part of ongoing system upgrades and maintenance schedules.

Although it isbest to begin aPIA at the early stages of system concept and design,
giventheimportance of personal information privacy, PIAsof existing justice systems
are al so necessary to assess and address ongoing information system privacy issues.
PIAs of existing systems may be planned to coincide with system upgrades or
mai ntenance.

Who completes the integrated justice system PI1A?

Privacy policy development is largely the responsibility of high-level policy
executive(s) within the justice system. Ensuring compliance and effectiveness of
privacy policy is aso the duty of those responsible agents, whether in a single-
agency system or an integrated justice system. This person or group of personsis
sometimes referred to as the “information steward”®® for the justice agency or
integrated system. Theinformation stewardwill beguided by jurisdictionally applicable
law or regulation and may look to sources of policy guidance, such as the privacy
design principles.

Theinformation steward should be apart of ateam that isintegral to the devel opment
and operation of the overall information system policy. Thedutiesof theinformation
steward in conducting a PIA differ from those of a*“ privacy auditor,” which infers
policy review at arm’s length rather than from the inside out.

%  See Chapter Three, “Privacy Design Principles for Justice Information Systems,” and design
principle 8 for a full explanation of the accountability principle.
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For purposes of thisdocument, the function of the information steward is discussed
in the context of an integrated justice information system.

In an integrated justice system, the information steward, whether an individual or
group, must ensure that privacy law and policy isimplemented appropriately and
that law and policy are actually affording the anticipated privacy protections.

To accomplish thismandate, theinformation steward may chooseto appoint aprivacy
project manager (PPM)® to monitor privacy concerns during development,
implementation, and operation of the integrated system.™

For example, a the outset of theintegrated system design, the PPM™ would undertake
thefollowing:

1. Component system review. Work with representatives from each
component agency to oversee the completion of aPlA for each component
agency’ssystem, involvethe system “owners’ and the system “ devel opers’
in completing each component’s PIA,”2 and develop an agreement of a
“baseline standard” ™ of privacy protection.

2. Integrated system review. Conduct aPIA of theintegrated system itself
by comparing the project design decisions against the criteriaof the privacy
design principlesand jurisdictional law and regul ation, ng theimpact
of the agency systems on the privacy objectives of the overall system, giving
specia attention to unintended affects on privacy created by interagency
information sharing, and providing results from all the PIAs (agency and
integrated system) to the justice system information steward.

Inthiscontext, theinformation steward bears ultimate responsibility for ensuring the
implementation of privacy policy. Thisresponsibility iscarried out through the PPM
overseeing the PIA process for each agency and for the integrated system. Any
adjustments or changesin policy as aresult of the PIAs must be addressed by the
information steward. Resolution of the privacy issuesisdiscussed further in step six
of PIA preparation, later in this chapter.

% The PPM should have a range of skills including policy development, operational program
and business design, technology and systems expertise, risk and compliance analysis, and procedural and
legal knowledge.

0 If the PIA is being undertaken by a single agency, the roles of the information steward and the
PPM still apply. In some smaller agencies or jurisdictions, however, these roles may be combined. The
information steward would oversee the completion of the impact assessment and work to address any
resulting privacy concerns.

"It is recognized that privacy impact assessments require broad knowledge of both policy and
technology issues. The PPM may need to develop a team approach to completing the PIAs of each agency
and the integrated system. In this collaborative effort, however, it is important that a single individual
ultimately be responsible for ensuring completion of the privacy impact assessment.

2. The system “owners” are the individual justice agencies responsible for outlining their
systems’ purposes and requirements. The system “developers’ are the entities, either private sector or
government, that will address technical aspects associated with implementing the owners’ requirements.

3 The baseline privacy standard is that level of privacy protection toward which each component
system will work to achieve. Privacy issues should be addressed component by component until each
agency system achieves the agreed-upon baseline of “privacy protection.”
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Assessing privacy risk

What is risk? The PIA assesses “privacy risks’ associated with operating justice
information systems that collect, access, use, or disseminate personal information.
Theterm “privacy risk” takes on two meaningsin this context.

Thefirst pertains to the risk to citizens stemming from their personal information,
how it is used, and the propensity for individual harm from inappropriate use. As
discussed in earlier chapters,™ the collection of personal information in the justice
system differs from private sector information gathering and even from other
governmental information gathering. The difference is apparent in the areas of
notice, consent, and voluntary participation. Most individuals who are in contact
with the justice system are not voluntary participants; e.g., the accused, victim,
witnesses, and even jurors, and persona information about theseindividual sisobtained
and used regardless of their consent. Therefore, the nature of personal information
collection, use, and dissemination in thejustice system requires an el evated standard
of agency accountability to ameliorate therisk of harm toindividualsfrom misuse of
personal information within the justice enterprise or release to the public.

The second istherisk to the success of justiceinformation sharing systemsthemselves.
The greater the perceived individual risk to the public, the greater the actual risk to
justice system agenciesthat information sharing will endureharsh criticism. Ultimately,
thisclimatewill impedethe ability to shareinformation electronically and reducethe
justice system'’s efficiency and effectiveness.

For example, risksto anintegrated justice system in considering privacy implications
may include:

e Stimulating public outcry asaresult of aperceived (or actual) lossof privacy
or afailure to meet expectations with regard to the protection of personal
information;

e Losing credibility or public confidence (and ultimately legislative funding)
wherethe public feelsthat aproposed program or project has not adequately
considered or addressed privacy concerns,

» Incurring possibleliability at the personal or agency level; and

e Underestimating privacy requirements such that systems need to be
redesigned or retrofitted late in the developmental stage at considerable
expense.

Technical points of risk. Fundamentally, many peoplewithin thejustice community
associate privacy with security. Although the two terms are not synonymous, they
are interrelated. For instance, when an organization establishes privacy palicies,
they normally define the mechanisms and procedures for enforcing these palicies.
Security, then, isbest viewed asacategory of toolsand techniquesfor implementing
organizational policies (including those related to privacy). Security practitioners
normally dividethe security domaininto six basic functions:

1. Authentication. Definitively identifiesindividualsbeforethey arealowed
to request information resources.

7 See Chapters Two, Four, and Five.
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2. Access control. Permits individuals to access only those information
resources they explicitly have been given permission to use.

3. Confidentiality. Protectsdatafrom disclosureto unauthorized individuals.

4. Nonrepudiation. Verifies that transactions occurred, and prevents one
party from refuting the transaction to a second party.

5. Integrity. Protectsdatafrom unauthorized modification or destruction.

6. Availability. Minimizesbusiness processdisruption caused by information
availability issues.

The first three of these security functions (i.e., authentication, access control, and
confidentiality) are essential for the effectiveimplementation of any privacy policy.
Asidefrom policy considerations of what information should be shared versuswhat
information should remain private, there are a variety of technical issues that must
be resolved in order to provide assurances that privacy policies can and will be
enforced. Data owners should evaluate their privacy risks and design effective
security infrastructuresto mitigate applicabletechnical risks. Examplesof technical
risk mitigationissuesareincluded in Appendix C.

These areas scratch the surface of what technologists must be concerned about
when considering privacy and security issues. Althoughwerecognizethat “ privacy”
is not the same as “ security,” the terms are inextricably related when considering
how privacy affectstheinformation technology applied in the justice environment.

Managing risk. Therisksidentified above can be managed with careful attention
to privacy policy and applicable law. Risk in integrated justice systems can be
managed with the use of strategies and tools such as the privacy design principles,
privacy-enhancing technologies,” privacy impact assessments, standards, and public
education.

Steps in the PIA Process for Justice Information
Systems

The PIA for justice information systemsis designed to assess privacy risk through
evaluating an information system’simplementation of the privacy design principles
through its privacy policy, as well as its adherence to jurisdiction-specific privacy
law or regulation. Full text and explanation of the privacy design principlesis set out
in Chapter Three. Developing and drafting a privacy policy is set out in Chapters
Four, Five, and Six. Agenciesusing the PIA should a so consult the specific privacy
law and regulation of their jurisdictions. A compilation of existing state privacy law
is available from Privacy Journal.™

5 Examples of privacy-enhancing technologies include encryption, digital signatures, anonymous
electronic cash, and service delivery systems.

6 Robert Ellis Smith, “Compilation of State and Federal Privacy Laws,” 1997 ed. (Supp. 1999).
Privacy Journal is an independent newsletter, focusing on privacy in a Computer Age, that has been
published monthly since it was founded in November 1974. Privacy Journal maintains an extensive
research collection of materials about privacy, including a compilation of state and federal privacy laws.
Resources can be obtained through Privacy Journal, Post Office Box 28577, Providence, Rl 02908,
(401) 274-7861, privacyjournal @prodigy.net.
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Review of the overall PIA process

As noted earlier, a general PIA has three components: a map of the information
flows, aprivacy analysis of the system information flow, and an analysis of privacy
issues raised and options available for mitigating identified risks. Justice agencies
assessing their information management systems should complete each of those
components through the six-step process described below.

In anintegrated system PIA, there aretwo levels of assessment. First, aPlIA needs
to be completed for each justice component agency’s system, and second, a PIA
needs to be completed for the information exchanges of the integrated information
sharing system itself. The objective of undertaking the two levels of assessment is
toidentify privacy issuesof each component system, assuring that they are properly
addressed, and to eval uate the privacy impact of all the component systemsworking
together in an integrated capacity.

Indoing anintegrated system Pl A, theinformation steward isresponsiblefor ng
and resolving information privacy issues. Theinformation steward may appoint a
privacy project manager (PPM), who has the responsibility of working with the
component agenciesto ensure that each completesasystem PIA. These component
Pl As can be compl eted within each agency and then communicated to the PPM, or
the PPM and his or her team can undertake the agency PIAs as part of the overal
integrated system assessment.

When privacy risks areidentified, the PPM should raise the privacy concernsto the
system’s information steward for policy and technology direction. This should be
done at the earliest possible phase of system design and development and continue
throughout implementation and system maintenance. Theability to accurately address
an integrated system’s privacy impact through a PIA depends on each agency’s
dedication to identifying potential (or actual) privacy risks at each stage of justice
information system devel opment and implementation.

While a complete six-step PIA includes all three stages (information flow map,
privacy analysis, and risk analysis), each stage alone may be useful to information
stewards and system designers as they go through the design and decision-making
processes. For example:

* A*“genera privacy issueidentification” for each component systemisuseful
to gage what privacy issues are germane to the purpose of the overall
system at the concept and planning stages.

e Inan integrated system, each component agency can complete the issue
identification piece whilethe more complex information flow map isunder
development.

*  Wherethe PIA involves assessing an existing system, ageneral analysis of
privacy issuesmay helpto suggest immediate policy adjustmentswhilesystem
design changes are contemplated.

PI1A step one: Mapping the information flow

M apping the information flow requires devel oping adecision treeto understand the
decision pointsrelating to information collection, use, and dissemination within an
agency system or an integrated justice system. Mapping information flows in a
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privacy context is discussed at length in Chapter Six. The information flow maps
discussed there to draft privacy policy are the same as those needed to complete
PIA step one.

PIA step two: Component agency privacy analysis
questions and answers

If asingle agency desiresto assessthe privacy impact of itsinformation management
system(s), the agency should complete the questions and answers (Q&A) in this
section. After completingthe Q& A, an agency should completethe privacy analysis
in step three and move to resolving privacy issuesin step six.

If an agency iscompleting theimpact assessment as part of an integrated information
system, the agency should provide the compl eted assessment to theintegrated system
PPM.

Understanding your agency’s environment. Before proceeding to the Q& A
based on the privacy design principles, it is essential that you determine if your
information system ispart of aunique“environment” of systemsthat may be subject
to special law, regulation, or policy. Thisdetermination may affect how you answer
the privacy design principle assessment questions. Please consider the following:

» Istheinformationinthe system being compiled for the purposes of identifying
individual criminal offendersand alleged offenders? Doesit consist only of
identifying information and notations of arrest, the nature and disposition of
criminal charges, sentencing, confinement, release, and probation or parole
status (criminal history record information)? Isthiscompilation considered
the “official criminal history record” for state reporting purposes? Isthe
system collecting this information funded in whole or in part with federal
government funds? If so, doesthe system comply with the requirements of
28 CFR Part 20?

e Isinformation in the system being compiled for the purpose of criminal
intelligenceinvestigation of individuals, including reports of informantsand
investigators? Isthererelevant state, local, or tribal law, regulation, or policy
that governsyour system’s collection, access, use, or dissemination of this
type of information? |s the system collecting this information funded in
whole or in part with federal government funds? If so, does the system
comply with the requirements of 28 CFR Part 23?

» Doesinformation inthe system includeinformation on juvenile offendersor
suspected offenders, or their families? |s there relevant state, local, or
tribal law, regulation, or policy that governsyour system’s collection, access,
use, or dissemination of thistype of information?

» Doestheinformation in the system include information required by statute
to be maintained and used for research or statistical purposes? Is there
relevant state, local, or tribal law, regulation, or policy that governs your
system’s collection, access, use, or dissemination of thistype of information?
I's the system collecting this information funded in whole or in part with
federal government funds? If so, does the system comply with the
requirements of 28 CFR Part 22?
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» Isthererelevant state, local, or tribal law or regulation that governs your
system’scollection, access, use, or dissemination of personal informationin
general?

» Hasyour agency undertaken a specific effort to identify any relevant law,
regulation, or policy relating to theinformation mentioned above?

» Hasyour agency undertaken a specific effort to implement identified legal
and policy requirements where necessary?

These questions are intended to flag privacy issues specifically associated with
criminal history information, criminal intelligence information, juvenile justice
information, and information used for research or statistical purposes, aswell asto
highlight the necessity to become aware of and to implement requirements of
jurisdictionally specificlaw, regulation, and policy.

A careful analysis of agency systems collecting, accessing, using, or disseminating
personal information should be done, taking into account specific jurisdictional law,
regulation, or policy in these contexts. Agenciescompleting their Pl As should seek
legal counsel withintheir jurisdictionsto ensure these requirements areimplemented

appropriately.

Privacy design principle Q&A. The questions that follow are based on the
eight privacy design principles discussed in Chapter Three.

1. Areyoufollowing the purpose specification principle?

» Is there a written purpose statement for the system collecting personal
information? Set out the purpose statement(s).

» Isthewritten statement(s) publicly available prior to thetime of information
collection?

» If availablepublicly, isthewritten statement(s) set out inthe organization’s
collection form(s) in acomprehensive and prominent manner?

» Isthewritten purpose statement periodically reviewed and updated?

» Hasaclear relationship been established between the personal information
being collected and the system’s functional purpose and operational
requirements?

» Isthe persona information collected pertinent to the stated purposes for
which the information isto be used?

» Aretherelimits on subsequent (secondary) use of the information?

» Aretherelimitson third-party or private-sector partnershipsor relationships
where personal information isor will be disclosed?

e If not, do these secondary use(s) conform to the stated purpose?

*  Does the system have mechanisms to inform data subjects of third party,
secondary use disclosure?

2. Areyoufollowing the collection limitation principle?

e Are you limiting the collection of personal information to the system’s
identifiable purpose?
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Is personal information obtained by lawful and fair means?

Where appropriate, ispersonal information obtai ned with the knowledge or
consent of the data subject?

Isrelevance considered when collecting personal information onindividuals
without their knowledge or consent, or when the individual is not charged
with a crime (i.e., under investigation, or when an investigative body is
“information gathering”)?

Areyou following the dataquality principle?

Isthe personal information collected for stated purposes accurate, complete,
current, and verified?

Isthe system collecting “original” or “new” information?
Isthe personal information collected directly from the data subject?

Do you have a procedure for tracking requests to modify information,
determinations of the requests to modify, modifications made based on the
requests, the source of theinformation that isused to modify theinformation,
and when the last modification occurred?

I's there a procedure to provide notice of correction (modification) to
subsequent justice system users and third parties (secondary users)?

Where appropriate, does the data subject have some means of accessing
the information to ensure it is accurate and up to date?

Where personal access by the data subject is not appropriate, are there
other methods to ensure that the information held is accurate and up to
date?

When a person challengesthe accuracy of arecord, ishe/she provided with
information about the agency personnel responsible for the record and
administrative procedures governing inquiries?

Do you have proceduresfor addressing data management issues and record
retention issues?

Areyou following the uselimitation principle?

Isthe use of theinformation relevant to the purpose for which the systemis
being designed (operated)?

Does the system limit the use or disclosure of personal information to the
articulated purpose(s) in accordance with principle one?

Areany secondary useslimited to those with the consent of the data subject,
by the authority of law, for the safety of the community (including victims
and witnesses), or pursuant to a public access policy?

If personal identifiers are used for purposes of linking across multiple
databases, do these multiple databases have consistent purposes?

Do you have procedures to ensure a “record of use” is maintained? Isit
attached to each piece of persona information?
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Will the system prevent the derivation of new information or creation of
previously unavailableinformation about an individual through aggregation
fromtheinformation collected? |san agency or the systemitself prevented
from making determinations about individual s that would not be possible
without this new information? Do you have proceduresin place to verify
the new information for relevancy and accuracy?

Do you prohibit personal information from being sold or released under
public access policy to private information gatherers (resellers)? If not, is
the released information “publicly accessible’”” pursuant to your public
accesspolicy? If sold to private information gatherers (resellers), arethere
any contractual agreements between you that would prevent the unintended
use, or misuse, of the personal information provided by your system?

Does the system have mechanisms to inform data subjects of third-party
(public), secondary use disclosure?

5. Areyou following the security safeguards principle?

Does the system have security safeguards?

Haveyou documented the system’s security safeguardsthat protect personal
information against | oss, unauthorized access, destruction, use, modification,
and disclosure?

Are security safeguards provided according to sensitivity of theinformation
andrisksto al involved parties?

Has there been an expert security review?

Have staff been trained in requirements and ethics for protecting personal
information?

Isstaff aware of policiesand consequences regarding breeches of security?

Are there controls in place over the processes that grant authorization to
modify (add or delete) personal information?

Doesthe system allow user access and changes to personal information to
be audited by date and user identification?

Areuser accounts, access rights, and security authorizations controlled and
recorded by accountable systems or records management processes?

Are access rights provided only to users who actually require access for
the system’s stated purposes?

Are there contingency plans and mechanisms in place to identify security
breaches and disclosures of personal informationin error?

Are there mechanisms in place to communicate violations or errors to
subsequent usersto mitigate collateral risks?

Are there adequate, ongoing resources budgeted in maintenance plans for
security upgrades with measurable performance indicators?

7 “Publicly accessible,” meaning, that which by law or tradition is readily available to nonjustice

organizations or individuals without the need to state an authorized purpose.
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» Arethe system’s security safeguards comprehensive enough to include al
system back-up mechanisms?

6. Areyoufollowingthe openness principle?

» Does the system have a general policy of openness about developments,
practices, and policies with respect to the management of personal
information (apart from the actual information)?

»  Does openness include public access to the management practices of the
information?

»  Does openness require clear communication to affected individuals where
justice records are requested, sold, or released to third parties?

»  Does openness require clear communication to affected individuals where
justice records are requested, sold, or released under the system'’s public
access policy?

7. Areyoufollowing theindividual participation principle?

* Doesthesystemalow anindividual, or an agent for anindividual, to obtain
confirmation of whether or not the data collector hasinformation relating to
him or her?

»  Doesthesystemallow anindividual toreceiveinformation relatingto him or
her within areasonable time, at a charge, if any, that is not excessive, in a
reasonable manner, and in aform that isreadily intelligibleto him/her?

» Does the system provide for an explanation if arequest is denied? Is an
individual ableto challengeadenial?

» Is the system designed to afford the above access rights with minimal
disruption to day-to-day operations?

8. Areyoufollowing the accountability principle?

e Thatis,isthereanindividua or agency body who isaccountablefor complying
with measures that give effect to the privacy design principles, the public
access policy, and applicable law or regulation?

PIA step three: Assessing the component agency
answers

The answersto the foregoing eight questions should be compared to the objectives
of each corresponding privacy design principle contained in Chapter Three.

Questions 1-8 aboveare phrased to hel p identify possible areas of information privacy
vulnerabilitieswithin an agency system. Where aquestionisansweredinthe negative
(“No"), agency representatives should document the following itemsfor each such
answer:

1. What isthe reason(s) that you answered “NQo”?

2. Istherealaw, regulation, or articulated policy that would except the system
from compliance with a particular policy suggested by the privacy design
principle connected to thisquestion?

Section IV: Privacy Policy Assessment, Education, and Training

87



Justice Information Privacy Guideline

3. Isthere alogica exception related to the purpose of the agency system
(e.g., law enforcement investigation or intelligence gathering) ?

4. What can be doneto the system to make the answer to thisquestion “ Yes'?

5. If you must retain the identified privacy risk, what plans or procedures are
in place to mitigate possible effects of the identified risk?

Agency representatives should keep in mind that although there may be a legal,
regulatory, or traditional policy exceptionfor their information system, implementation
of additional privacy protections may be appropriate. Thisis especially relevant
given the public’sinterest in and growing concern about information privacy. The
documentation asto why the system has not answered affirmatively (“ Yes’) to any
one of the questionsin the PIA should be retained and become aformal part of the
impact assessment.

Additionally, where an agency is part of an integrated information sharing system,
the agency, in cooperation with the PPM, should weigh its responses to the
guestionnaire against the agreed-upon “ privacy baseline” of the integrated system
agencies. Wherethe agency’s system falls short of meeting the privacy objectives,
these areas should be brought to the attention of the integrated system PPM and
receive additional consideration.

PIA step four: Integrated system privacy analysis
questions and answers

The integrated system PPM should answer the following questions, taking into
consideration the results of the component agency PIAs. The questions are based
on the eight privacy design principles discussed in Chapter Three.

1. Doestheintegrated justice system follow the purpose specification principle?
» Arethepurpose statements of the component agencies systems compatible?

» Have al of the component agencies agreed to the purpose for which
informationiscollected in those agenciesthat are passing them information
or to which they pass information?

2. Doestheintegrated justice system follow the collection principle?
» Arethecollection policiesof the component agencies systemscompatible?

» Haveyou determined which agency bears responsibility for protecting the
privacy rightsof individuals affected by the collection of information when
it is shared among other justice agencies?

» Have you determined which agency is responsible for data quality of the
collected information (see below)?

e Doyou have aprocessin place to evaluate the possible cumul ative effects
on individual privacy due to sharing information collected by different
component systems?

3. Doestheintegrated justice system follow the data quality principle?

» Arethe data quality assessments of the component agencies compatible?
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If they are not compatible, can you identify the weakest “link(s) in the
chain”?

Do you have a procedure in place to address (improve) data quality at this
weakest point(s)?

Doestheintegrated justice system follow the use limitation principle?

Arethe uselimitation policies of the component agencies compatible?
Arethe public access policies of the component agencies compatible?

Isinformation “publicly accessible” under one component’s public access
policy also“publicly accessible” under all the other’s public access policies?

Does the integrated system have mechanisms to inform data subjects of
third-party (public), secondary use disclosure?

Does the use of information throughout the integrated system derive new
information (such asacompilation)?

Are the component agencies only using this information according to the
agreed purpose of the integrated system?

Are component agencies aware that their decision-making may be based
on “new” (aggregated) information?

Do the component agencies have safeguards, or review procedures, at these
decision-making points?

Does the integrated system limit the release of this new information to
secondary sources such as scientific, educational, or other government
organizations; privateindustry; the media; information resellers; and private
individuas?

Doestheintegrated justice system follow the security principle?

Are security levels of the component agencies systems compatible?

Canyou identify theweakest “link(s) inthe security chain” intheintegrated
system?

Do you have a procedure in place to address (improve) security at this
weakest point(s)?

Do you have procedures in place that allow you to improve (upgrade)
security while still maintaining the interagency flow of information in the
integrated system?

Doesthe integrated justice system follow the openness principle?

Are the openness standards of the component agencies compatible?
Are there openness standards for the integrated system itself?

Does the integrated system have a general policy of openness about
developments, practices, and policies with respect to the management of
personal information (apart from the actual information)?
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»  Does openness include public access to the management practices for the
information?

e Doesopennessrequire clear communication to affected individualsif agencies
within the integrated system sell or release personal information to third
parties?

»  Doesopennessrequire clear communication to affected individualsif agencies
withintheintegrated system sell or release personal information pursuant to
public access policies?

7. Doestheintegrated justice system follow theindividual participation principle?
» Aretheindividual access policies of the component agencies compatible?

e Are the individual challenge procedures of the component agencies
comparable?

» Dothecomponent agencies’ access policiesand challenge procedures have
no measurabl e negative impact on the day-to-day operation of theintegrated
system?

8. Doestheintegrated justice system follow the accountability principle?

* Is there an information steward for the system who is accountable for
complying with measures that give effect to the privacy design principles,
public access policy, and any applicable law or regulation?

» Istheinformation steward accountablefor (1) ensuring al the above privacy
design principles have been incorporated in the technology design from the
conceptual and contextual phase through implementation; (2) ensuring
information systems are capable of providing accessto personal information
on request and recording who has had access to the personal information
and for what purpose; (3) ensuring staff managing information are trained
on privacy protection requirements as detailed; (4) ensuring information
systems are transparent and documented so that individuals or a proxy can
beinformed about the collection, access, use, and disclosure of their personal
information within the context of the principles outlined above; and
(5) establishing regular security and privacy compliance audits commensurate
with the risks to the data subject or other individuals with arelationship to
the justice system?

* Hastheinformation steward assigned responsibility for completing PIAs
and conducting ongoing privacy assessmentsto a privacy project manager
(PPM) or other individuals or bodies?

PIA step five: Assessing the integrated justice system
answers

Asinthecomponent agency assessments, the answersto the foregoing eight questions
should be compared to the obj ectives of each corresponding privacy design principle
contained in Chapter Three. The PPM hasresponsibility for weighing the results of
the questionnaire against the privacy design principle objectives.
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Questions 1-8 aboveare phrased to hel p identify possible areas of information privacy
vulnerabilitieswithin an integrated justice system. Whereaquestionisansweredin
the negative (“No"), agency representatives should document the following items
for each such answer:

1. What is the reason(s) that you answered “NQo”?

2. s there alaw, regulation, or articulated policy that would except the
integrated system from compliance with a particular policy suggested by
the privacy design principle connected to this question?

3. Istherealogical exception related to the purpose of the integrated system
(e.g., law enforcement investigation or intelligence gathering) ?

4. What can be doneto the system to make the answer to thisquestion “ Yes' ?

5. If you must retain the identified privacy risk, what plans or procedures are
in place to mitigate possible effects of the identified risk?

The documented answers should become a formal part of the integrated justice
system PIA. Where the integrated system falls short of meeting the privacy
objectives, these areas should be brought to the attention of the integrated system
information steward and should receive additional consideration, asdescribed bel ow.

PIA step six: Resolving privacy issues

Successful privacy policy development and implementation requires a combined
effort of policy leaders, information technology managers, and line-system users.
Thiscombined effort is needed when devel oping and implementing privacy policy in
asingle justice agency system, aswell asin an integrated justice system.

Privacy policy development islargely theresponsibility of high-level policy executives
withinthejustice system: theinformation stewards. Resultsof an agency or integrated
system PIA may identify privacy vulnerabilities within the system that are not
addressed by existing law, regulation, or policy. Intheseinstances, theinformation
steward should work to develop policy and procedures to mitigate personal
information privacy risk at theidentified pointsin the system. Broad principles, such
astheprivacy design principles, may assist theinformation steward inthistask. The
information steward should also consult the original dataflow maps. A modification
in data flow may serve to mitigate risk in some instances.

Theinformation steward may also determine that certain policy questionsriseto a
level that require public discussion and political debate. Intheseinstances, privacy
policy development may need to be supplemented by legidative action. It isthe
task, albeit an often difficult task, of the information steward to bring such privacy
issuesto the attention of thelegidature. Itisimportant, however, for theinformation
steward to take immediate stepsto mitigate risk while awaiting legislative action on
the identified privacy issues, even though privacy policies or procedures may have
to be changed to conform to resulting law.

One of the risks to any justice information system is the risk created by negative
public perception. Information stewards should consider mitigating thisrisk through
education and open dial og with the media and the public about their privacy policy
and assessment strategies. The PIA can assist information stewards and system
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managers in identifying those areas that may draw public concern and developing
thoughtful publicresponse. Itisimportant to begin an open dialog during the planning
phase of justiceinformation system projects and where existing systemsareinvolved,
as soon as privacy policies and procedures are developed. Chapter Eight expands
onthistopic.
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Chapter Eight:

Privacy Policy Education and
Training

Everyone bearsresponsibility for aworkable balance of public access, public safety,
and privacy—everyone—Ilegislators, thejudiciary, justiceleadersand practitioners,
other executive agencies, profit and nonprofit companies, the media, and individuals
themselves. Each has arole in assuring the responsible collection, maintenance,
use, and dissemination of justiceinformation. Each needsto be educated and trained
on the benefits and consequences of using justice information, especially asaffected
by electronic information technologies. Thediscussion below provides suggestions
for developing education and training resources for the justice system and for the
public.

Education and Training for Leaders, Practitioners,
and Staff

Privacy and public access policy is only as effective as the people who make it
work. Within the justice system, various levels of education and training need to
take placeto support effectiveimplementation of aprivacy and public access policy.
These levelsinclude high-level decision makers, managers, line practitioners, and
staff.

In many jurisdictions over thelast five or six years, the “information privacy status
quo” has been upset by the implementation of new information technologies. For
example, information that has always been called “ public” isnow truly public—and
widely accessible. Justiceleadersand practitionersalike arefaced with new privacy
policy and, in some cases, legal regquirements, the successful implementation of
which requires a culture change within their organizations.

What is this culture change? The culture change is twofold and requires the
reconciliation of competing ideas. First, it involves recognizing that privacy is a
critical issuein planning for and operating justiceinformation systems. Second, the
culturechangeinvolvesproviding for true accessto public information and structuring

Purpose: to stress
the nature and
importance of
privacy policy
education and
training for not
only agency
leaders,
practitioners, and
staff, but also the
public
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daily business operations around a presumption of public access. To effect the
changein culture, education and training iscritical at al levels, from legislatorswho
bear the responsibility for privacy policy to staff who deal directly with requestsfor
information. The discussion below highlights why education is important to each
level and suggests some mechanismsfor providing targeted training.

Decision makers: Executive, legislative, and judicial

Judges, elected officials, and agency directorswill ultimately set thetonefor privacy
policy through case law, statutes, and administrative rules. These leaders are also
affected by the recent attention to the issue of privacy and are being asked to
provide immediate solutions. Often |leaders are required to make decisions with
little knowledge about the real effects information technologies are having on day-
to-day information collection, use, and sharing in thejustice system.

Astrueinamost all policy development, it isincumbent upon justice managersand
practitioners to advise and inform these leaders about the practical privacy
consequences of information use, collection, and disclosure within the variousjustice
disciplines. One suggested method isto provide leaderswith anecdotal evidence of
where privacy policy has worked and where and why it has failed.

Operational managers

Operationa managershold the most difficult position with respect to devel oping and
implementing privacy policy. Thisresponsibility oftenincludesinforming decision
makers about privacy consequences, aswell asleading by examplewithinthe agency
to set thetonein supporting careful use of personally identifiableinformation, while
promoting public accessand customer service. Managers' responsibilitiesmay also
extend to devel oping working policy; i.e., taking legislative, judicial, or high-level
executive decisions and devel oping processesthat implement thispolicy. Thismay
include making many of the hard decisionsasto what information withintheir systems
isnondiscloseabl e, discloseable, or publicly accessible.

Intackling difficult decisions, it isimportant for justice managersto shareideas with
other justice agencies. Thisisessential in an integrated system context, and istrue
for a single agency as well. At this time, no one person or agency has al the
answersto devel oping and implementing afool proof privacy policy. Some agencies
have been working with the difficult issueslonger than others, however. Aswith all
good palicy, it should not beformed in avacuum.

Justice managers are also responsible for developing procedures that seek to
implement well-considered privacy policy goals. Procedures, themselves, however,
should not operate as de facto accesslimitations or privacy protections. If procedures
are outdated or inefficient, they should be reeval uated.

For example, agentleman on vacation was run down by an el ectric-powered vehicle
at awell-known theme park. Although the theme park usually prefersto settle such
matters without involving traditional law enforcement and court processes, the
gentleman made an incident report to the local (city) police department. After
returning home, he attempted to get a copy of the police report. He called the city
police department and was told that thelocal sheriff’s department was handling his
report. He contacted the sheriff’s department and was advised that he needed to
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write a letter requesting the report. He wrote a letter requesting the “accident
report.” He received a letter from the sheriff’s department stating that what he
required was not an “accident report,” but rather a“ crash report”; he would need to
writeanother letter requesting the crash report. The gentleman responded asdirected.
He received another letter from the sheriff’s office notifying him that the crash
report would cost $2.50 and please enclose that amount. The gentleman responded
with a letter requesting the “crash report” and enclosing $2.50. The gentleman
received a response from the local sheriff’s office stating that his request was
received, but the local sheriff only keeps such reports for 21 days, and as that time
had expired, the report now resided at the state records center in another city—and
the story continued.

In this true example, the failure of the privacy policy did not rest on one particular
law, rule, manager, or staff. The culture of the agency and its procedures did not
support public access and customer service, and the traditional access rules acted
as a de facto nondisclosure policy. These types of access processes no longer
make sense in an electronic world and are no longer being accepted pro forma by
the public.

M anager education should incorporatetraining on the various responsibilities of justice
managers above.

Justice practitioners

“Justice practitioners,” as addressed in this discussion, refersto line professionals,
such as police officers; assistant prosecutors; defense counsel; courtroom deputies;
court clerks; and corrections, probation, and parole officers. These groups, though
not responsible for implementing privacy and public access policy, must understand
the effects of their day-to-day practice on the collection, use, and dissemination of
information. The awareness requirement isnot meant to impedetheir functions but
to guide them in how they collect, use, and disseminate personal information. The
goal isto avoid reckless violation of policy by understanding the interplay of the
three concepts: public safety, privacy, and public access.

L eadership from justice managers establishing theimportance of privacy alongwith
the presumption of public accessisimportant to supporting practitioners’ interaction
with the public. Practitioners should also be aware of and understand the meaning
of their own agency’s data. Such education should encourage informed decision-
making inworking with justiceinformation.

Educating “frontline” staff

For purposes of thisdiscussion, frontline staff refersto those justice staff members
who provide the administrative and customer interface between the justice system
andthepublic. Frontline staff areresponsiblefor working under the policies devel oped
by leadersand justice managers. Like practitioners, frontline staff areinfluenced by
good leadership, therefore highlighting the need for managers to create a culture
that balances public safety, privacy, and public access (customer service).

In the past, resistanceto filling requests for public information was, in many cases,
the result of staff acting out managers' nondisclosure attitudes, or fear of releasing
inappropriateinformation that might damagetheir agency or another individual. The
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goal of the privacy policy isto eliminate pervasive nondisclosure attitudes and fear
of liability. Managers are required to put good policy in place that allows staff to
respond effectively without fear of persona or professional consequences from
releasing information. To operate effectively, staff must be provided a basis of
general privacy concepts, but not get bogged down inthedetails. Difficult decisions
should be made at the managerial level, so staff can perform effectively.

For example, an agency may design an electronic information system so that line
staff have direct access to public information for which the agency is responsible.
Discloseable or nondiscloseable (yellow and red) information is protected in the
system by requiring apassword. Staff attempting to access thisinformation would
know to contact asupervisor or to follow adifferent set of parametersfor processing
the request. Otherwise, the public information (green) isreadily available without
requiring staff to evaluate the request or the information.

Education and Training for the Public

The public, as defined at the beginning of this document, consists of groups or
individuals who are not directly related to the justice system. In order to interact
with thejustice system in areasonabl e fashion, the public needs to be educated and
trained on how and why the justice system collects, uses, and di sseminates personal
information. The public also needsto beinformed about the responsibility it bearsas
asecondary user of justiceinformation and the possible privacy consequences of its
Oown misuse.

The first part of education and training is to develop and make widely available
thoughtful resources (whether print or electronic) that assist the publicininteracting
with the justice system. In so doing:

« Set the context for the public. Provideinformation on basic civicissues.
For example, what are the three branches of government? Inwhich branch
of the government does this particular agency reside? With what level of
government are they interacting in seeking thisinformation (federal, state,
county, city, tribal)? If dealing with an integrated justice system, what isan
integrated justice system? What agenciesare participating in theintegrated
justice system?

e Explain the information. Why isinformation collected by the justice
system? Why hasinformation been publicly accessible historically? Why
does collected information continue to be made public? How is the
information intended to be used by the agency or integrated system? What
accuracy and “freshness’ of the information can be expected? In what
formistheinformation available (paper, el ectronic)?

e Explain the information request process. How isarequest made? To
whom? What is the cost (if any)? When can aresponse be expected? In
what format will the requester receive a response?

« Explain the public’s rights and remedies. If something intheinformation
isincorrect, what isthe complaint/correction procedure? If thereisafailure
in the public access process, what is the complaint procedure? Who isthe
agency or integrated system privacy contact? What isthe tel ephone number
and address of thisindividual (or department)?
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e Lead by example. Provideexamplesof commonly requested public records
and how and where to request these documents.

Many of the answersto the questions above can be drawn directly from the agency
or integrated system’s privacy policy “statement of purpose.” Other elements can
be drawn from jurisdictionally specific law, regulation, or administrative rules. If
thereisinformation that the public requires in order to interact with the agency or
integrated system that isnot covered in alaw, regulation, rule, or policy, the agency
or integrated system’s information steward should be notified and asked to resolve
thisissue.”

The second part of education and training is to inform the public of their own
responsibilities as secondary users of justiceinformation:

e Explain what the agency or integrated system intends the
information to represent in a public context.” Identify the quality,
timeliness, and completeness of the information, and advise the public of
possible consequencesin using the information for purposes other than for
which it was intended.

e Set forth liability limitations and other contractual parameters.
Such limitationsaremost likely inaninformation “sale”’ context. Inastrictly
public access context, liability limits may involve guarantees of timeliness
and completeness of the agency’s or integrated system’s original records at
thetime of release. For example, ajurisdiction may inform the public of the
conseguences of secondary use and disclosure by explaining that the official
information, or justice record, can be obtained only from their agency or
integrated system. Other records provided by commercia information
vendorsmay contain similar information, but the agency or integrated system
cannot guarantee the accuracy of the commercial information.

Thebetter informed the public isabout the availability and consequencesfrom using
justice information, the better it can act and react in a reasonable fashion with the
justice system. The public should not be surprised about what informationisavailable.
For the most part, thisinformation hasbeen available historically. The public should
understand the nature of the information and how, when, and why it was collected
by the justice system. The public should understand the intended use of the
information. The public should understand how to interact with justice agenciesand
integrated systems to access, review, and correct personal information. The public
should understand the possible privacy consequences, and itsown possibleliability,
from use of the information for purposes not intended by the justice system.

Accesstojusticeinformation, especially personally identifiable justiceinformation,
although an important undertaking, isnot arisk-free undertaking. Better education
and training of the public, aswell asjusticeleaders, practitioners, and staff, however,
can mitigate some of the risksinvolved.

8 1t is noted in the privacy impact assessment that the information steward may not have all the
answers. Some issues rise to the level that require legislative or judicial decision. It is the information
steward's responsibility at this point to bring the issue to the attention of the appropriate government
body.

® This idea is directly related to the mitigation of risk discussion advising an agency or
integrated system to know the meaning of its own information. Any agency or integrated system should
be able to articulate the meaning of its information, whether released by single record or in bulk.
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Conclusion

Privacy of personal data (information privacy) encompasses when, how, and to
what extent you share personal information about yourself. Information privacy
involvestheright to control one'spersonal information and the ability to determineif
and how that information should be obtained and used. It entails restrictionson a
widerangeof activitiesrelating to persona information: itscollection, use, retention
and disclosure.

Information systems are integral to the operation of justice agencies. The
implementation of more sophisticated technol ogiesischanging information collection,
access, use, and dissemination practicesof the past. For example, integrated justice
systems include the criminal justice process, aswell ascivil court records, juvenile
justice information, and probate and family proceedings. Increasingly, integrated
justice systemsal so interact with information systems of affiliated agencies, such as
health, welfare, and transportation.

Justice system | eaders are being asked to devel op justice information privacy policy,
often without the benefit of established law, regulation, or policy precedent. In
developing new privacy policy, itisimportant for justiceleadersto consider traditional
information practices, aswell asthe effects of new information collection, use, and
dissemination technologies. Tools such as the privacy design principles, privacy
policy template, and the privacy impact assessment for justiceinformation systems,
whilenaot the“silver bullets’ for privacy policy, areintended to assist justiceleaders
in devel oping information privacy policiescritical to justice system operationinthe
twenty-first century.
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Appendix A:

Fair Information Practices

The Fair Information Practices can be summarized as follows:

1

Collection limitation principle. There should belimitsto the collection
of personal data and any such data should be obtained by lawful and fair
means and, where appropriate, with the knowledge or consent of the data
subject.

Data quality principle. Personal datashould berelevant to the purposes
for which they areto be used and, to the extent necessary for those purposes,
should be accurate, complete, and kept up to date.

Purpose specification principle. The purposes for which personal data
are collected should be specified not | ater than at thetime of data collection
and the subsequent use limited to the fulfillment of those purposes or such
others as are not incompatible with those purposes and as are specified on
each occasion of change of purpose.

Use limitation principle. Persona data should not be disclosed, made
available, or otherwise used for purposes other than those specified in
accordance with Paragraph three except (@) with the consent of the data
subject or (b) by the authority of law.

Security safeguards principle. Personal data should be protected by
reasonable security safeguards against such risks as loss or unauthorized
access, destruction, use, modification, or disclosure of data.

Openness principle. There should be agenera policy of openness about
devel opments, practices, and policies with respect to personal data. Means
should bereadily available of establishing the existence and nature of personal
data, and the main purposes of their use, as well as the identity and usual
residence of the data controller.

Individual participation principle. Anindividual should havetheright
to (a) obtain from a data controller, or otherwise, confirmation of whether
or not the data controller has datarelating to him; (b) have communicated
datarelating to him within areasonabletime, at acharge, if any, that is not
excessive, in areasonable manner, and in aformthat isreadily intelligibleto
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him; (c) be given reasonsif arequest made under (a) and (b) isdenied, and
to be able to challenge such denial; and (d) challenge data relating to him
and, if the challenge is successful, to have the data erased, rectified,
completed, or amended.

Accountability principle. A data controller should be accountable for
complying with measures which give effect to the principles stated above.
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Appendix B:

Safe Harbor Privacy Principles

Issued by the U.S. Department of Commerce,
July 21, 2000

The European Union's (EU) comprehensive privacy legislation, the Directive on
Data Protection (the Directive), became effective on October 25, 1998. It requires
that transfers of personal data take place only to non-EU countries that provide an
“adequate” level of privacy protection. While the United States and the European
Union share the goal of enhancing privacy protection for their citizens, the
United Statestakes a different approach to privacy from that taken by the European
Union. The United States uses asectoral approach that reliesonamix of legidation,
regulation, and self-regulation. Given those differences, many U.S. organizations
have expressed uncertainty about theimpact of the EU-required “ adequacy standard”
on personal datatransfers from the European Union to the United States.

To diminish this uncertainty and provide a more predictable framework for such
datatransfers, the Department of Commerceisissuing thisdocument and Frequently
Asked Questions (“the Principles’) under its statutory authority to foster, promote,
and devel op international commerce. The Principleswere developed in consultation
with industry and the general public to facilitate trade and commerce between the
United States and European Union. They are intended for use solely by U.S.
organizations receiving personal data from the European Union for the purpose of
qualifying for the safe harbor and the presumption of “adequacy” it creates. Because
the Principleswere solely designed to servethis specific purpose, their adoption for
other purposes may be inappropriate. The Principles cannot be used as a substitute
for national provisionsimplementing the Directive that appliesto the processing of
personal datain the Member States.

Decisions by organizationsto qualify for the safe harbor are entirely voluntary, and
organizations may qualify for the safe harbor in different ways. Organizationsthat
decideto adhereto the Principles must comply with the Principlesin order to obtain
and retain the benefits of the safe harbor and publicly declare that they do so. For
example, if an organization joins a self- regulatory privacy program that adheresto
the Principles, it qualifies for the safe harbor. Organizations may also qualify by
developing their own self-regulatory privacy policies, provided that they conform
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with the Principles. Wherein complying with the Principles, an organizationreliesin
whole or in part on self-regulation; its failure to comply with such self-regulation
must also be actionable under Section 5 of the Federal Trade Commission Act
prohibiting unfair and deceptive acts or another law or regulation prohibiting such
acts. (See theannex for thelist of U.S. statutory bodiesrecognized by the EU.) In
addition, organi zations subject to astatutory, regul atory, administrative or other body
of law (or of rules) that effectively protects personal privacy may aso qualify for
safe harbor benefits. In al instances, safe harbor benefits are assured from the
date on which each organi zation wishing to qualify for the safe harbor self-certifies
to the Department of Commerce (or its designee) its adherence to the Principlesin
accordance with the guidelines set forth in the Frequently Asked Question on Self-
Certification.

Adherence to these Principles may be limited: (a) to the extent necessary to meet
national security, public interest, or law enforcement requirements; (b) by statute,
government regulation, or case law that create conflicting obligations or explicit
authorizations, provided that, in exercising any such authorization, an organization
can demonstrate that its non-compliance with the Principlesislimited to the extent
necessary to meet the overriding legitimateinterests furthered by such authorization;
or (c) if the effect of the Directive or Member State law is to allow exceptions or
derogations, provided such exceptions or derogations are applied in comparable
contexts. Consistent with the goal of enhancing privacy protection, organizations
should strive to implement these Principlesfully and transparently, including indicating
in their privacy policies where exceptions to the Principles permitted by (b) above
will apply on aregular basis. For the same reason, where the option is alowable
under the Principlesand/or U.S. law, organizations are expected to opt for the higher
protection where possible.

Organizations may wish for practical or other reasonsto apply the Principlesto all
their data processing operations, but they are only obligated to apply them to data
transferred after they enter the safe harbor. To qualify for the safe harbor,
organizations are not obligated to apply these Principlesto personal informationin
manually-processed filing systems. Organizations wishing to benefit from the safe
harbor for receiving information in manually-processed filing systemsfrom the EU
must apply the Principles to any such information transferred after they enter the
safe harbor. Organizations will also be able to provide the safeguards necessary
under Article 26 of the Directiveif they include the Principlesin written agreements
with parties transferring data from the EU for the substantive privacy provisions,
oncetheother provisionsfor such model contractsare authorized by the Commission
and the Member States.

U.S. law will apply to questions of interpretation and compliance with the Safe
Harbor Principles (including the Frequently Asked Questions) and relevant privacy
policies by safe harbor organizations, except where organizations have committed
to cooperate with European Data Protection Authorities. Unless otherwise stated,
all provisions of the Safe Harbor Principlesand Frequently Asked Questions apply
where they are relevant.

“Persond data’ and “ persona information” are dataabout anidentified or identifiable
individual that are within the scope of the Directive, received by aU.S. organization
from the European Union, and recorded in any form.
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Notice: An organization must inform individuals about the purposes for which it
collects and uses information about them, how to contact the organi zation with any
inquiriesor complaints, thetypesof third partiestowhich it disclosestheinformation,
and the choices and meansthe organi zation offersindividualsfor limiting itsuse and
disclosure. This notice must be provided in clear and conspicuous language when
individuals arefirst asked to provide personal information to the organization or as
soon thereafter asis practicable, but, in any event, before the organization uses such
information for a purpose other than that for which it was originally collected or
processed by the transferring organization or disclosesit for thefirst timeto athird
party.®

Choice: An organization must offer individuals the opportunity to choose (opt out)
whether their personal informationis(a) to be disclosed to athird party® or (b) to be
used for apurposethat isincompatible with the purpose(s) for which it wasoriginally
collected or subsequently authorized by theindividual . Individuals must be provided
with clear and conspicuous, readily available, and affordable mechanismsto exercise
choice.

For sensitive information (i.e., personal information specifying medical or health
conditions, racia or ethnic origin, political opinions, religiousor philosophica beliefs,
trade union membership, or information specifying theindividua’s sexual orientation),
they must be given affirmative or explicit (opt in) choiceif theinformation isto be
disclosed to a third party or used for a purpose other than those for which it was
originally collected or subsequently authorized by theindividua through the exercise
of opt-in choice. In any case, an organization should treat any information received
fromathird party assensitivewherethethird party treatsand identifiesit assensitive.

Onward Transfer: To disclose information to a third party, organizations must
apply the Notice and Choice Principles. Where an organization wishes to transfer
information to athird party that is acting as an agent, as described in the endnote, it
may do so if it first either ascertains that the third party subscribes to the Principles
or is subject to the Directive or another adequacy finding, or enters into awritten
agreement with third party requiring that the third party provide at least the same
level of privacy protection asisrequired by therelevant Principles. If the organization
complies with these requirements, it shall not be held responsible (unless the
organization agrees otherwise) when a third party to which it transfers such
information processes it in a way contrary to any restrictions or representations,
unlessthe organization knew or should have known the third party would processit
in such a contrary way, and the organization has not taken reasonable steps to
prevent or stop such processing.

Security: Organizations creating, maintaining, using, or disseminating personal
information must take reasonable precautions to protect it from loss, misuse and
unauthorized access, disclosure, alteration, and destruction.

Data Integrity: Consistent with the Principles, personal information must be
relevant to the purposesfor whichitisto beused. An organization may not process
persona information in away that isincompatiblewith the purposesfor whichit has
been collected or subsequently authorized by theindividual. To the extent necessary
for those purposes, an organization should take reasonabl e steps to ensure that data
isreliable, accurate, complete, and current for itsintended use.
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Access: Individuals must have access to personal information about them that an
organization holds and be ableto correct, amend, or deletethat information whereit
is inaccurate, except where the burden or expense of providing access would be
disproportionate to the risks to the individual’s privacy in the case in question, or
where the rights of persons other than the individual would be violated.

Enforcement: Effective privacy protection must include mechanismsfor assuring
compliance with the Principles, recourse for individuals to whom the data relate
affected by non-compliance with the Principles, and consequencesfor the organization
when the Principlesare not followed. At aminimum, such mechanismsmustinclude
(a) readily available and affordable independent recourse mechanisms by which
eachindividual’scomplaintsand disputes are investigated and resolved by reference
to the Principles and damages awarded where the applicable law or private sector
initiatives so provide; (b) follow-up proceduresfor verifying that the attestations and
assertionsthat businesses make about their privacy practicesaretrue and that privacy
practices have been implemented as presented; and (c) obligationsto remedy problems
arising out of afailure to comply with the Principles by organizations announcing
their adherence to them and consequences for such organizations. Sanctions must
be sufficiently rigorousto ensure compliance by organizations.

(1.) It is not necessary to provide notice or choice when disclosure is made to a third party that is acting
as an agent to perform task(s) on behalf of and under the instructions of the organization. The
Onward Transfer Principle, on the other hand, does apply to such disclosures.
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Appendix C:

Data Security Issues and Options

Ashas been stated throughout this document, privacy entailsmorethan just security.
Security services—such as authentication, access control, and confidentiality—are
of tremendousimportance to organi zationsinimplementing their privacy policies. In
determining how most appropriately to protect your data, there are many purely
technical issuesfor dataownersto consider. The choice of which type of technol ogy
to use, and how it should be used, is best decided after the programmatic and policy
decisions are made (e.g., Who does the data owner want to have access? How
should users access data? What access methods are necessary for the user’s
jobs?). The most important factor is to ensure that a comprehensive security
infrastructure is designed with specific security and privacy goalsin mind. Below
are a number of highlighted security issue areas and some suggested technology
options to provide for increased security. These suggestions are not meant to be
limiting, nor arethey meant to be an exhaustivelisting. Theseoptionsare offered as
areferenceto justice information system managers based on experiences of various
justiceentities.

Network Security

Perimeter security. Routers, firewalls, and intrusion detection systems should be
implemented to tightly control access to networks from outside sources. Routers
and firewallsfilter and restrict traffic based upon very specific accesscontrol decisions
made by the network operators, thereby limiting the types of unauthorized activities
on a network. Conversely, the goal of intrusion detection systems is to monitor
usage of information systems and data in near-real-time and to block patterns of
behavior that appear to violate system security or privacy policies. Routers, firewalls,
and intrusion detection systems are almost always used in a coordinated manner to
provide a high level of service assurance. These systems can also be used to
establish control points between various internal segments of an organization’s
network.

Network access. Dataownersmay want to develop policiestolimit datainterchange
between intranets, thereby minimizing network security risks. Before developing
technical solutions to implement these policies, data owners must assess how this
will impact the agency’s overall system integration objective. Because of potential
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performanceissues, these solutions may not beviable. Dataownersare encouraged
to determine user needs (e.g., Do users need laptop and dial-in access?) prior to
establishing policies that will prevent needed access. It is prudent to configure
network access to discourage anonymous download operations.

Telecommunications. Fiberoptic network cablingispreferred over copper wiring
for systems requiring high levels of protection. It has been proven by security
practitioners that network signals (e.g., data packets and voice transmissions) are
less easily intercepted from fiberoptic cabling than from other copper-based
alternatives.

System Security

Advanced authentication. Definitively identifying users before they access an
organization’s network isakey component in protecting information resources. Start
by choosing an authentication system with encrypted password protocols. By
establishing password procedures, such asrequiring aspecified format for passwords,
password aging, and active use of audit trails, you can close the loopholes that
intruders use to compromise systems. Higher levels of protection can be achieved
by implementing advanced mechanisms using cryptographic or biometric
authentication. Before choosing an advanced authentication system, it isimperative
that data owners evaluate user access, hardware, and other requirements.

Encryption. Many security practitioners believe that encryption technologies, such
asthose provided by public key infrastructures (PK1), are an essential componentin
comprehensive privacy and security solutions. We highly recommend that
organizations investigate the feasibility of implementing PKI and component
technologies such as certification servers for their networks. Certification servers
maintain the “electronic identity” (e.g., digital certificates) for each of the
organization’s authorized users. Based on the access rights assigned to each user,
these certificates can then be used as“tickets’ to gain accessto authorized filesand
directories. The system operator should choose an encryption solution commensurate
withthe level of (1) risk of possibleinterception or disclosure; (2) sensitivity of the
data transmitted; and (3) access necessary for authorized users.

Audit trails. The use of audit procedures (e.g., tracking who is accessing the
data, what data was accessed) combined with analysis of audit logs and follow-up
for unauthorized or anomal ous activity isessential for long-term system security and

privacy.

Physical security. System and network administrators should tightly control physical
accessto computer and network hardware. Only authorized members of the technical
staff should be allowed access to systems.

Database integrity. It may be advisable, depending on the sensitivity of the data,
to utilizemultilevel, secure database productsto ensure the safety of data. Multilevel
secure databases segregate data into areas where users may or may not have
access, depending on levels of authorized access. Such user-access permissions
are set by adatabase administrator. Additionally, limiting data access via database
engine passwordsor digital certificates separate from the operating system password
adds another layer of security.

Appendices

107



Justice Information Privacy Guideline

User Awareness and Training

In addition to concerns about technical risks, one of the largest data protection
issuesrevolvesaround what iscommonly referred to as* social engineering.” Social
engineering involves the unauthorized disclosure of sensitive information by an
individual authorized to have the information. For instance, computer intruders
frequently maketelephone callsto individual sin an organization, masquerading asa
fellow employee. The intruders then attempt to talk the employee into divulging
sensitive information such as passwords, network addresses, or ID numbers. The
most effective mitigation strategy for social engineering as well as other human
integrity issuesisperiodic training for authorized users on the organi zation’ s security
and privacy policies.
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Appendix D:

Washington State Courts Policy
l. AUTHORITY AND SCOPE

A. Thesepoaliciesgovernthereleaseof informationintheJudicia Information
System (JIS) and are promulgated by the JIS Committee, pursuant to
JISCR 12 and 15(d). They apply to all requestsfor computer-based court
information subject to JISCR 15.

1. Thesepaliciesaretobeadministered inthe context of the requirement
of Article, 810 of the Constitution of the State of Washington that
“Justice in all cases shall be administered openly, and without
unnecessary delay,” as well as the privacy protections of Articlel,
87.

2. Thesepoliciesdo not apply to requestsinitiated by or with the consent
of the Administrator for the Courts for the purpose of answering a
regquest vital to the internal business of the courts. See JJISCR 15(a).

II. DEFINITIONS
A. Records

1. “JISrecord” isanéectronic representation (bits/bytes) of information
either stored within, derived from, or accessed from the OAC.
(Amended February 27, 1998.)

2. “JISlegal record” isaJSrecord that isthe electronic duplication
of thejournal of proceedingsor other case-related information which
it isthe duty of the court clerk to keep, and which is programmed to
be availablein human readable and retrievableform. Caseinformation
reflecting the official legal fileand displayed by J Sprogramsare JIS
legal records.

B. JIS Reports

1. “JISreports’ aretheresults of special programs written to retrieve
and manipulate J S records into a human readable form, other than
the JIS legal record.
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“Compiled reports’ are based on information related to more than
one case or more than one court. As used in this policy, “compiled
reports’ do not include index reports.

C. DataDissemination Management

1

“Datadissemination” isthereporting or other release of information
derived from JIS records.

The “data dissemination manager” is the individual designated
within the Office of the Administrator for the Courtsand within each
individual court and assigned the responsibility for administration of
data dissemination, including responding to requests of the public,
other governmental agencies, or other participants in the judicia
information system. The name and title of the current data
dissemination manager for each court and the Office of the
Administrator for the Courts shall be kept on file with the Office of
the Administrator for the Courts.

D. Electronic Data Dissemination Contract

The* electronic datadissemination contract” isan agreement between
the Office of the Administrator for the Courts and any entity, except a
Washington State court (Supreme Court, court of appeal s, superior court,
district court, or municipal court), that is provided information contained
in the JISin an electronic format. The data dissemination contract shall
specify terms and conditions, as approved by the Judicia Information
System Committee, concerning the data including but not limited to
restrictions, obligations, and cost recovery agreements. Any such contract
shdl at aminimumincludethelanguage contained in Exhibit A— Electronic
Data Dissemination Contract. (Amended February 27, 1998.)

[11. ACCESSTO JISLEGAL RECORDS

A. Open RecordsPoalicy. Thefollowing principlesapply to theinterpretation
of procedural rulesor guidelines set forth in this palicy.

1

Information related to the conduct of the courts’ business, including
statistical information and information related to the performance of
courts and judicial officers, isto be disclosed as fully as resources
will permit.

In order to effectuate the policies protecting individual privacy which
are incorporated in statutes, case law, and policy guidelines, direct
downloading of the databaseis prohibited except for theindex items
identified in Section I11.B.6. Such downloads shall be subject to
conditions contained in the electronic data dissemination contract.
(Amended February 27, 1998.)

Dissemination of compiled reports on an individual, including
information from more than one case, is to be limited to those items
contained in acase index, as defined in Section 111.B.6.

Privacy protections accorded by the Legislature to records held by
other state agencies are to be applied to requests for computerized
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information from court records, unless admitted in the record of a
judicial proceeding, or otherwise made a part of a file in such a
proceeding, so that court computer records will not be used to
circumvent such protections.

Contact Lists: Accessto JISinformation will not be granted when
to do sowould havetheeffect of providing accesstolistsof individuals
for commercial purposes, defined as set forth in RCW 42.17.260(6)
and WA C 390-13-010; i.e., that in connection with accessto alist of
individuals, the person requesting the record intendsthat the list will
be used to communicate with the individual snamed in the record for
the purpose of facilitating profit expecting activity.

Except to the extent that dissemination isrestricted by Section 1V.B,
or issubject to provisionsin the el ectroni ¢ datadissemination contract,
electronic records representing court documents are to be made
available on a case-by-case and court-by-court basisas fully asthey
arein hard copy form. (Amended February 27, 1998.)

All accessto J Sinformation issubject to the requirements of the criteria
for release of dataspecified in JSCR 15(f): availability of data, specificity
of the request, potentia for infringement of personal privacy created by
release of theinformation requested, and potential disruption totheinternal
ongoing business of the courts. JIS information provided in electronic
format shall be subject to provisions contained in the electronic data
dissemination contract. (Amended February 27, 1998.)

1

Court data dissemination managerswill restrict the dissemination of
JSreportsto datarelated to the manager’s particular court, or court
operations subject to the supervision of that court, except where the
court has access to JIS statewide indices.

Routine summary reportswill be made available to the public upon
reguest, subject to the payment of an established fee and so long as
such request can be met without unduly disrupting the ongoing business
of the courts.

Accessto JISlegal records, intheform of case-specific records, will
be permitted to the extent that such recordsin other forms are open
toinspection by statute, caselaw, and court rule, and unlessrestricted
by the privacy and confidentiality policiesbel ow.

Individuals, personally or through their designees, may obtain access
to compiled legal records pertaining to themselves upon written
request, accompanied by a signed waiver of privacy.

No compiled reportswill be disseminated containing information which
permits aperson, other than ajudicial officer or an attorney engaged
in the conduct of court business, to be identified as an individual,
except that data dissemination managers may disseminate the
fallowing:

a. Public agency requested reports. Reports requested by public
agencieswhich perform, asaprincipa function, activitiesdirectly
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related to the prosecution, adjudication, detention, or
rehabilitation of criminal offenders, or to the investigation,
adjudication, or enforcement of ordersrelated to the violation
of professional standards of conduct, specifically including
criminal justice agencies certified to receive criminal history
record information pursuant to RCW 10.97.030(5)(b).

b.  Personal reports, on therequest or signed waiver of the subject
of the report.

c.  On court order.

6. Anindex report, containing someor al of thefollowing information,
may be disseminated: (Amended February 27, 1998.)

a. Filingdate;
b.  Casecaption;
c Party name and relationship to case (e.g., plaintiff, defendant);
d. Cause of action or charge;
e.  Casenumber or designation;
f.  Case outcome; and
g. Dispositiondate.
(1.B.6.f. and 111.B.6.9. added December 5, 1997.)

Anindex report provided in electronic format shall be subject
to the provisions contained in the el ectronic data dissemination
contract. (Amended February 27, 1998.)

7. A report sorted by case resolution and resolution type, giving index
criteria except individual names, may be compiled and released.
(Section added June 21, 1996.)

IV. JIS PRIVACY AND CONFIDENTIALITY POLICIES

A.

Information in JIS records which is sealed, exempted, or otherwise
restricted by law or court rule, whether or not directly applicable to the
courts, may not be released except by specific court order.

Confidentia information regarding individual litigants, witnesses, or jurors
that has been collected for the internal administrative operations of the
courtswill not be disseminated. Thisinformationincludes, butisnot limited
to, credit card and P1.N. numbers, and socia security numbers. Identifying
information (including, but not limited to, residential addresses and
residential phone numbers) regarding individual litigants, witnesses, or
jurors will not be disseminated, except that the residential addresses of
litigantswill be availableto the extent otherwise permitted by law. (Section
amended September 20, 1996; June 26, 1998.)

A data dissemination manager may provide data for a research report
when theidentification of specificindividualsisancillary to the purpose
of the research, the datawill not be sold or otherwise distributed to third
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parties, and the requester agrees to maintain the confidentiality required
by these palicies. In such instances, the requester shall completearesearch
agreement in a form prescribed by the Office of the Administrator for
the Courts. The research agreement shall (1) require the requester to
explain provisionsfor the secure protection of any datathat isconfidential,
using physical locks, computer passwords and/or encryption; (2) prohibit
thedisclosure of datain any formwhichidentifiesanindividual; (3) prohibit
the copying or duplication of information or data provided other than for
the stated research, evaluative, or statistical purpose. (Amended June 6,
1997.)

PROCEDURES

A.

Uniform proceduresfor requesting JISinformation, and for the appeal of
decisions of data dissemination managers, shall be as set forthin policies
issued by the Office of theAdministrator for the Courts pursuant to JJSCR
15(d).

In any case where areport is provided, the report must be accompanied
by asuitable disclaimer noting that the court can make no representation
regarding the identity of any persons whose names appear in the report,
and that the court makes no representation as to the accuracy and
completeness of the data except for court purposes.

ACCESS TO AND USE OF DATA BY COURTS

Courts and their employees may access and use JIS records only for the
purpose of conducting official court business. Such access and use shall be
governed by appropriate security policies and procedures.

ACCESS TO AND USE OF DATA BY CRIMINAL JUSTICE

AGENCIES

A. “Criminal justice agencies’ asdefinedin RCW Chapter 10.97 shall have
additional accessto JI Srecords beyond that whichis permitted the public.

B. The JIS Committee shall approve the access level and permitted use(s)
for classes of criminal justice agenciesincluding, but not limited to, law
enforcement, prosecutors, and corrections. An agency that isnot covered
by a class may request access.

C. Agencies requesting access under this provision shall identify the
information requested and the proposed use(s).

D. Access by criminal justice agencies shall be governed by an electronic

data dissemination contract with each such agency. The contract shall:
1. Specify the data to which accessis granted.
2. Specify the uses which the agency may make of the data.

3. Include the agency’s agreement that its employees will access the
data only for the uses specified.
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VIII. ACCESSTOAND USE OF DATA BY PUBLIC PURPOSE AGENCIES

A. “Public purposeagency” includesgovernmental agenciesincluded inthe
definition of “agency” in RCW 42.17.020 and other non-profit organi zations
whose principal function isto provide servicesto the public.

B. Upon approval by the JIS Committee, public purpose agencies may be
granted additional accessto JIS records beyond that which is permitted
the public.

C. Agenciesrequesting additional accessunder thisprovision shall identify
the information requested and the proposed use(s). In reviewing such
regquests, the JJ'SC will consider such criteriaas:

1

4.

The extent to which accesswill result in efficienciesin the operation
of a court or courts.

The extent to which accesswill enablethefulfillment of alegidative
mandate.

The extent to which accesswill result in efficienciesin other parts of
the criminal justice system.

The risks created by permitting such access.

D. Access by public purpose agencies shall be governed by an electronic
data dissemination contract with each such agency. The contract shall:

1. Specify the data to which access is granted.
2. Specify the uses which the agency may make of the data.
3. Include the agency’s agreement that its employees will access the
data only for the uses specified
IX. E-MAIL

TheJISprovidese-mail for official court businessuse only. Accesstojudicial
officers and court employees e-mail isrestricted. Accessto ajudicial officer’s
e-mail files shall only be granted with the permission of the judicia officer
involved. Request for accessto acourt employee'se-mail or to logs containing
records on an employee'se-mail shall be subject to thereview and approval of
thecounty clerk if theemployeeisemployedintheclerk’soffice, or thepresiding
judge or court administrator if the employeeisemployed by the court. Nothing
in this policy shall be used as a reason to withhold records which are the
subject of asubpoena or otherwise available to the public.

X. VERSION HISTORY

These policies shall take effect 30 days from the date of their adoption by the
Judicial Information Systems Committee, May 19, 1995.

Adopted May 19, 1995
Amended June 21, 1996
Amended September 20, 1996
Amended June 6, 1997
Amended December 5, 1997
Amended February 27, 1998
Amended June 26, 1998
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Glossary

Thewords and terms bel ow are defined according to the sense and context in which
they are used in this Guideline.

Confidentiality: Pertainsto limiting accessto personal information to those with
specific permission to receive it and preventing its disclosure to unauthorized third
parties.

Consistent use: Data use or reuse in conformity with the stated purpose(s) for
which the datawere collected initially.

Criminal history record: Compilation of an individual’s arrest and disposition
information.

Criminal justice process: Encompasses the arrest and prosecution of adults
charged with criminal offenses.

Enterprise architecture: Refersto the specificationsof aninformation technology
that spans multiple organizations and allows those organizations to share and use
information in a seamless and transparent way.

Enterprise-wide technology: A technology system spanning law enforcement,
courts, corrections, and other justice components.

Firewall: Refers to hardware or software designed to act as a barrier to hostile
incoming traffic.

Information steward: A high-level executive or group largely responsible for
developing and periodically ng the effectiveness of privacy policy applicable
to personal information during the design, devel opment, and ongoing operation of a
justice agency’sinformation system.

Information privacy: Privacy of personal data, whichinvolvestheright to control
one's personal information and the ability to determine how that information should
be obtained and used.

Integrated justice information system: One that encompasses more than one
agency and enables access, collection, use, and dissemination of critical information
at key decision points throughout the justice process, including the capability to
automatically query regional, statewide, and national databases and to report key
transactions regarding people and cases to local, regional, statewide, and national
systems.
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Justice information: Includes both civil and criminal justice data.
Legacy system: Aninformation system based on old technology.

Personal information: Information about anidentifiableindividual, such asrace,
marital status, criminal or employment history, medical data, social security or
telephone number, or fingerprints.

Personally identifiable justice information: Information that, when released,
is linked to anindividual or, through analysis, can belinked to anindividual.

Platform: Computer.

Privacy: Referstoindividuals' interestsin preventing theinappropriate collection,
use, and release of personally identifiableinformation in the justice system. Privacy
interestsinclude privacy of personal behavior, privacy of personal communications,
and privacy of personal data (information privacy).

Public access: Referstothepublic’sinterest in monitoring justice system processes
through accessto justice information.

Public safety: Pertains, in an information context, to justice agencies’ collection,
use, and disclosure of information to promote criminal or civil justicefunctions.

Technology architecture: Theunderlying technology structure and protocol s that
determine the specifications to which the technol ogy is built and that describe how
information can be stored and accessed.

The public: Includes abroad group of people and organizations (individuals, for-
profit and nonprofit entities, and media) outside thetraditional justice system agencies
(law enforcement, prosecution, defense, courts, corrections, probation, parole, and
victims services). Nontraditional justice agencies—such as social services, health,
firelEMS, and transportation—may be public depending on the context in which
traditional justice agenciesare sharing information with them.
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